Available online at www.isr-publications.com/mns
Math. Nat. Sci., 4 (2019), 1-12

Research Article

Online: ISSN 2600-7665

Mathematics in Natural Science

An International Journal

Pisicanoss
Journal Homepage: www.isr-publications.com/mns

Dynamics and stability results for impulsive type integro- g creckor upaates
differential equations with generalized fractional derivative

D. Vivek?, E. M. Elsayed®*, K. Kanagarajan®

4Department of Mathematics, P.S.G. College of Arts and Science, Coimbatore-641 014, India.
bpepartment of Mathematics, Faculty of Science, King Abdulaziz University, Jeddah 21589, Saudi Arabia.
¢Department of Mathematics, Sri Ramakrishna Mission Vidyalaya College of Arts and Science, Coimbatore-641 020, India.

Abstract

In this paper, we investigate the existence, uniqueness, and Ulam stability of solutions for impulsive type integro-differential
equations with generalized fractional derivative. The arguments are based upon the Banach contraction principle and Schaefer’s
fixed point theorem.

Keywords: Integro-differential equations, impulsive differential equations, generalized fractional derivative, existence,
Ulam-Hyers stablity.

2010 MSC: 26A33, 34D10, 45N05.
(©2019 All rights reserved.

1. Introduction

Fractional differential equations (FDEs) have attracted greater interest in latest years. Fractional deriva-
tive is the exceptional tool for describing memory and the hereditary properties of numerous materials
and processes, and plenty of FDEs applications are found in viscoelasticity, manage, porous media, elec-
tromagnetism, and so forth; see the books [8, 15]. These days generalization of the derivatives of both
Riemann-Liouville and Caputo types are introduced and proven the impact of utilizing it in equations
of mathematical physics or related to probability. This turned into completed using the definition of
generalized fractional derivatives given through Katugampola [12]. The author initiated a new fractional
integral, which generalizes the Riemann-Liouville and the Hadamard integrals into a single form. Later,
Katugampola [10] delivered a new fractional derivative, which generalizes the two derivatives in query.
For more details on the generalized fractional derivative, on can refer to the papers [11, 16, 17]. Inspired
through the papers [7, 16], we take a look at generalized fractional derivative (or Katugampola-Caputo
derivative) for impulsive type integro-differential equations.
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We consider the following impulsive type integro-differential equation with generalized fractional
derivative of the form

PDaix(t) =1 <t,x(t),Jt h(t, s,x(s))ds> , te]:=10T], t#ty, (1.1)
0

Axlicy, = Le(x(t0)), k=1,...,m, (12)

x(0) = xq, (1.3)

where x € R™, p > 0, §D8‘+ is the generalized fractional derivative in Caputo sense, f : ] x R x R — R,
h: AXxR — R are given functions, Iy : R - Randxp e R, 0 < tp < t1 < -+ <t <tmy1 =T,
Axle—y, = x(t}) —x(t), and x(t;) = limp_,o+ x(tx +h) and x(t;;) = limy_,o- x(tx + h) represent the
right and left limits of x(t) at t = ty, respectively. Here, A = {(t,s) : 0 < s <t < T}. For sake of brevity,
we take

t
Hx(t) = Jo h(t,s,x(s))ds.

On the other hand, impulsive differential equations have received much attention; we refer the reader
to the books [4, 6] and the papers [13, 21], and the references therein. Some very recent results concerning
stability of ordinary differential equations and FDEs can be found in [5, 19] and the references therein. In
latest years, many researchers have focused at the examine of the Hyers-Ulam stability of FDEs; one can
refer to [14, 18, 19]. However, the study of the Hyers-Ulam stability of FDEs is still in the initial stage.
Motivated by the works mentioned above, we explore the existence and Ulam-stability of the problem
(1.1)-(1.3) by adopting the idea of [2, 3, 9] and present some sufficient conditions in order that these
equations have the Ulam-Hyers stability.

2. Preliminaries

In this section, we will introduce some basic definitions, notations, lemmas and theorems that will be
used in the proofs of main results. By C(J,IR) we denote the Banach space of all continuous functions
from | into R with the norm

X[ = sup{Ix(t)l: t €J}.
Consider the set of functions

PC(J,R)={xe] —>R: x e C((ty,txr1,R), k=0,...,m and there exist
x(ty) and x(t)), k=1,...,m with x(t_) :x(tk)}.

This set is a Banach space with the norm

IXllpc = suplx(t)].
te]

Set] :=1[0,T)|{tr, ..., tm)

Definition 2.1. The Riemann-Liouville fractional integral and derivative of order o € C, Re(x) > 0 are
given by

1:9) () = s | (=) (s

and

OFNm=(5) @D, >0

respectively, where n = [Re(«)] and I'(«) is the Gamma function.
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Definition 2.2. The Hadamard fractional integral and derivative are given by

t x—1
I (1) = r(l(x)L <logz> f(s)%

t n—ox+1
[ (og) 0,
0 S S

Now we give the definitions of the generalized fractional operators introduced in [10, 12].

and

) — L a)”
D f11) = rt (t dt)

respectively, for t > 0 and Re(«) > 0.

Definition 2.3. The generalized left-sided fractional integral °If, f of order o € C (Re(ct)) is defined by

plfoc t 1 1
PIg ) (1) = tP —sP)¥ s f(s)d 2.1
P10 () = S | (0 =571 s ) @)
for t > 0, if the integral exists.

The generalized fractional derivative, corresponding to the generalized fractional integral (2.1), is
defined for t > 0, by

ax—n+1 n
DR = fr s (00

o (va) [ s @2

0

if the integral exists.

Definition 2.4. The Caputo-type generalized fractional derivative D is defined via the above general-
ized fractional derivative (2.2) as follows

ng+f(t) = (ng+

where n = [Re(«)].

Definition 2.5. A function x € PC(J,R) whose a-derivative exists on ' is said to be a solution of (1.1)-(1.3)
if x satisfies the equation SD(‘)’&x(t) = f(t,x(t), Hx(t)) on ]I and satisfy the conditions

Aoy, = Ilx(ty)), k=1...,m x(0)=xo.
Lemma 2.6. Let x € R™, p > 0, then the differential equation
has solutions h(t) = ¢o + cl(%) + CZ(%)Z +o 4 cn_l(%)“_l, ¢i€R, i=0,1,2,...,n—1,n= [ +1.

Lemma 2.7. Let x € R™, p > 0, then

P P 2 P n—1
°IS: PDgh(t) =h(t) +co+c (p) +c2 (p) +- -+ cn (p)

forsome ci € R, 1=0,1,2,...,n—1, n=[a] +1.

As a consequence of Lemma 2.6 and Lemma 2.7 we have the following results which is useful in what
follows.
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Lemma 2.8. Let x € RY, p >0, andlet f: Jx RxR = R, h: A xR — R be continuous. A function x is a
solution of the integral equation

X+ fray o7 = s2)% 1527 (s, x(s), Hx(s)) ds, ftelonl
X(0) = Sxo+ frog S il (6 = 590150715, x(s), Hx(s))ds (2.3)

+p o7 J1 (87— sP) % 1sP (s, x(s), Hx(s))ds + X1 Ti(x(t), it € (b, tis],
where k =1, ..., m if and only if x is a solution of the problem (1.1)-(1.3).
Proof. Assume x satisfies (1.1)-(1.3). If t € [0, t1], then
D& x(t) = f(t, x(t), Hx(t)).

Lemma 2.7 implies

pl—oc t
x(t) =xp+ J (tP —sP)*1sP=Le(s, x(s), Hx(s))ds

x(t) = x(t]) + P r (tP —sP)*1sP1f(s, x(s), Hx(s))ds

i)
T
R

t
= Ax|i—¢, +x(t]) + I"(oc)J (tP — sP)* 5P~ Lf(s, x(s), Hx(s))ds
t

— L(x(t]) + %0+ 1(: Jt(tp  60)a 160 Tg(s x(s), Hx(s))ds

plfcx t 1 1
P _ Pyx—1.p—
+ Mo Ll(t sP) sP7 (s, x(s), Hx(s))ds.

If t € (t2, t3], then from Lemma 2.7 we get

1 t
x(t) = Ia(x(ty ) + i (x(t; ) +x0 + ?(“) L (t¥ — Py 1sP=1f(s x(s), Hx(s))ds

pli(x & P pyx—1 pflf H d plioc ¢ o) pya—1 pflf H d
+ oc Ll (ty —sP)* s (s,x(s), Hx(s))ds + o) Jtz(t —sP)* s (s,x(s), Hx(s))ds.

If t € (ty, txy1], then again from Lemma 2.7 we get (2.3).
Converse is also true. Hence, we omit the proof. O

Lemma 2.9 ([20]). Let V : [0, T] — [0, +o00) be a real function and w(-) is a non-negative, locally integrable
function on [0, T] and there are constants a > 0, « € R™, p > 0 such that

t

Vt) <w(t) + aJ (tP — sP)7*s7Py(s)ds.
0

Then there exists a constant K = K(«) such that
t
V(t) <w(t) +K(a) J (tP —sP)"*s7Pw(s)ds forevery t € [0, T].
0

Balnov and Hristova [1] introduced the following inequality of Gronwall type for piecewise continuous
which can be used in the sequel.
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Lemma 2.10. Let for t > to > 0 the following inequality holds

t
X(t) <alt) | oltsix(sldst 3 Bultixity)

to O<tp<t

where By (t) (k € IN) are nondecreasing functions for t > tg, a € PC ([0, 00),R4), a is nondecreasing and g(t, s)
is a continuous nonnegative function for t,s > to and nondecreasing with respect to t for any fixed s > tg. Then,
for t > to, the following inequality is valid:

X() < a(O)Ty ot <1+ Br(t)) exp (L g(t,s)ds> .

Theorem 2.11 (Schaefer’s fixed point theorem). Let X be a Banach space, and N : X — X completely continuous
operator. If the set { ={x € X: x = dN(x), for some & € (0,1)} is bounded, then N has fixed points.

3. Existence results

This section deals with the existence of solutions for the problem (1.1)-(1.3). Before stating and proving
the main results, we introduce the following assumptions.

(A1) The function f: ] x R x R — R is continuous.

(A2) There exists a constant 1 > 0 such that [f(t,u,v) —f(t, 1, V)| < L(ju—u|+[v—¥|) for each t € ], and
each u,v,u,v € R.

(A3) There exists a constant 1* > 0 such that |y (u) — Ix (W)| < ¥ lu—1] foreachu,t € Randk =1,..., m.

(A4) There exists a constant M > 0 such that [f(t,u,Vv)| < M for each t € ] and each u,v € R.

(A5) The functions I : R — R are continuous and there exists a constant M* > 0 such that |Iy (u)| < M*
foreachuelR, k=1,...,m.

(A6) The function h: A x R — R is continuous and there exist a constant H; > 0 such that
[h(t,s,u)—f(t,s,u)] <H;ju—1ul, Vuueck

Now, we transform the problem (1.1)-(1.3) into a fixed point problem. Let Z = PC(J,R). Consider the
operator N : Z — Z defined by

1—x ty
N(x)(t) = xog + FI)‘(oc) Z J (t]‘i—sp)“*lspflf(s,x(s),Hx(s))ds
ti—1

O<tg<t

(3.1)

p1*0‘ ! oa—1_p—1 _
N Lk“psp) sP 1 (s, x(s), Hx(s))ds + > Tlx(ty)).

O<tp<t
Firstly we prove that the operator N defined by (3.1) verifies the condition of Theorem 2.11.
Lemma 3.1. The operator N is continuous.

Proof. Let {xn} be a sequence such that x, — x in Z. Then for each t € ]

IN(xn) (£) = N(x)(t)] < ‘;1(;: > th (th —sP)* TP f(s, xn(s), Hxn(s)) — (s, x(s), Hx(s))| ds
O<ty<t T

L Jt (t° —sP) % sPHf(s, xn (5), Hxn(s)) — f(s, x(s), Hx(s))| ds
F(oc) ti

Y el (t0) — Telx(t))].

O<tp<t
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Since f and I, k =1, ..., m are continuous functions, we have
IN(xn) = N(x)|l, >0 as mn — oo.
This proves the continuity of N. O

Lemma 3.2. The operator N maps bounded sets into bounded sets in Z.

Proof. We need to prove that for any n* > 0, there exists a positive constant r such that for each x € By =
{x e Z: ||x|| <n*}, we have |[N(x)||,, < . By (A4) and (A5) we have for each t € J,

> th (t2 —sP)* 5P If(s, x(s), Hx(s))| ds

O<tp<t te

+?1(o; J (12— $)° 52 (s, x(s), Hx(s)l ds + 3 [Tulx(ty))]

1—
NG < ol + s

i O<tr<t
MTP*(m+1)
< _— M*.
[xol + 5T (ot 1] +m
Thus MTPx MTPx
m
N < M* =,
ING oo < bol+ Sore 1y + ooy T ™ r
that is N(x) is bounded. O

Lemma 3.3. The operator N maps bounded sets into equicontinuous sets of Z.

Proof. Let t1,t2 € ], t1 < tp, By be a bounded set of Z as in Lemma 3.2, and let x € By«. Then
pl—oc t
IN(x)(t1) = N(x)(t2)] = J |(t) —sP) X 1sPt — (15 —sP)* P (s, x(s), Hx(s))| ds

1—x rtp
—i—pJ ’(tg_sp)a—lsp—l‘|f(S,X(S),HX(S))|ds—|— Z ‘Ik(X(t[))}

O<tr<tr—t4

Y 1ep—1_ (4P lep—1 2
< (1) —sP)*¥ Pt — (£ —sP )X 1P ds+J
I"(o) <J0 | ! 2 ’ t

+ ) ()]

O<tr<tr—t4

’(tg — sp)“_lsp_1] ds>

The second integral in the right-hand side of the last inequality has the value ﬁ (ty —tP)*x.

For the first integral, consider the three cases « < 0, « = 0, and o > 1, separately. In the case @ =1,
the integral has the zero value.

For o < 1, we have (tf —sP)*1 > (t§ —sP)*~1. Thus,

t t

J ‘(tf—sp)“l—(tg—sp)“l‘sp1ds:J (£ —sP) > — (£ —sP)* 1] sPds
0 0
1

1
(ty —tP)*.

1
(ty o 2“)+p(x(2 1) o

po

Finally, if o > 1, then (t! —sP)*~ 1 < (t) —s?)*~! and hence

tH t
J ‘(tf—sp)o‘_l—(tg—sp)“_l‘sp_lds:J [(tf—sp)"‘_l—(tf—sp)“_l]sp_lds
0 0
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Lo P Lo o P P
= p—(x(tzoc—t1 o) — pioc( 5 — )% = a(tzoc—tl o).
Combining these results, we have
S0 (1) —t0)%, if a<l,

IN(x)(t1) — N(x)(t2)] < § 7T+ !

1 [ )], a1,
As t; — tp, the right-hand side of above inequality tends zero. As a consequence of Lemmas 3.1-3.3
together with Arzela-Ascoli theorem, we conclude that N : Z — Z is completely continuous. O

Now, we have the possibility to prove the main results of this section.

Theorem 3.4 (Existence of solution). Assume that (Al), (A4), (A5) hold. Then, the problem (1.1)-(1.2) has at
least one solution x € Z and the set of the solutions of the problem (1.1)-(1.3) is bounded in Z.

Proof. Let N : Z — Z be the operator defined in the beginning of this section. It is continuous and
bounded (see Lemmas 3.1-3.3) .

Set (={x e Z: x=0N(x) forsome 0 < <1} Next, we prove that N is bounded in Z. Let x € (,
then x = dN(x) for some 0 < & < 1. Thus, for each t € ], we have

170(, tk
¥l <8 [x0+ 2 S J (0 —sP)*1sP (s, x(s), Hx(s))ds
') tes

O<ti<t

pl—oc t o oval.p 1 B
ey | e fla (o) MxeNds 3 ix(tp)
MTP%(m + 1)

M* :=R.
p*T (o +1) m

< Ixol +

This shows that the set  is bounded. As a consequence of Theorem 2.11, we deduce that N has a fixed
point which is a solution of the problem (1.1)-(1.3). O

Finally, we give the following uniqueness results.

Theorem 3.5. Assume that (Al), (A2), and (A6) hold. If

<l(1 +Hy)(m+41)TPx

* 1 2
0T (o 1 1) +m >< , (3.2)

then the problem (1.1)-(1.3) has a unique solution on J.

Proof. Consider the operator N : Z — Z defined by (3.1). Clearly, the fixed points of the operator N are
solutions of the problem (1.1)-(1.3). We shall use the Banach contraction principle to prove that N has a
fixed point. We shall show that N is a contraction. Let x,y € Z. Then, for each t € ] we have

1—x i
NG ()~ N ()] < 2 > J (th —sP)*1sP (s, x(s), Hx(s)) — (s, y(s), Hy(s))| ds

O<tx<t Tk

pl—oc ' p__ Pyx—1.p—1 .
+F(o¢) Lk(t sP)X sPTH (s, x(s), Hx(s)) — f(s,y(s), Hy(s))lds

+ Z L (x(t) — L (y(t,) |

O<ti<t
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1—o M ety
I,(].‘i‘Hl)p J o] oxX— 1sp 1|X( ) (S)|ds

I(o) (tic = ")

k=1"tk-1

(1 +H1)plia t 1 _p—1 ke " _ _
W+Lk(tp—sp)“ N Ix(s)—y(s)ds—i—kz_ll () —y(te)]
L1+ Hy)mTPx U1+ Hy)TPx .
oty %l sty Iyl =yl
Therefore,
14+ Hy)(m+1)TPe .
_ < 1 —_
NGO~ Nl < (RIS e ) -yl
Consequently by (3.2), N is a contraction. As a consequence of Banach fixed point theorem, we deduce
that N has fixed point which is a solution of the problem (1.1)-(1.3). O

4. Stability analysis

In this section, we adopt the concepts in [19] and introduce Ulam’s type stability concepts for the
problem (1.1)-(1.3). Let € be a positive real number and ¢ : ] — R™ be a continuous function. We
consider the following inequalities

18D y(t) — f(ty(t), Hy(t)| <e, te], 1)
|Ay(te) — L (y(t )| < e, k=12,...,m '
18D y(t) — f(ty(t), Hy(t)| < @(t), teT, w2
|Ay(ti) — Le(y(t))| < @(t), k=12

12Dy (t) — f(t, y(t), Hy(t)| < ep(t), te] 43
|Ay(ti) — Ik (y ()| < ee(t), k=12,...,m '

Definition 4.1. The problem (1.1)-(1.2) is Ulam-Hyers stable if there exists a real number C¢,, > 0 such
that for each e and for each solution y € Z of the inequality (4.1) there exists a solution x € Z of the
problem (1.1)-(1.2) with

ly(t) —=x(t)] < Cme, te].

Definition 4.2. The problem (1.1)-(1.2) is generalized Ulam-Hyers stable if there exists 0, € C (R*,R™),
0¢m(0) = 0 such that for each solution y € Z of the inequality (4.1) there exists a solution x € Z of the
problem (1.1)-(1.2) with

[y(t) = x(1)] < Ogmle), teT.

Definition 4.3. The probelm (1.1)-(1.2) is Ulam-Hyers-Rassias stable with respect to ¢ if there exists
Ctm,o > 0 such that for each € > 0 and for each solution y € Z of the inequality (4.3) there exists a
solution x € Z of the problem (1.1)-(1.2) with

y(t) —x(t)] < Ctm,pe@(t), tel.

Definition 4.4. The problem (1.1)-(1.2) is generalized Ulam-Hyers-Rassias stable with respect to ¢ if there
exists C¢,m,o > 0 such that for each solution y € Z of the inequality (4.2) there exists a solution x € Z of
the problem (1.1)-(1.2) with

y(t) —x() < Crmeelt), te].
Remark 4.5. It is clear that
(i) Definition 4.1 = Definition 4.2;
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(ii) Definition 4.3 = Definition 4.4;
(iii) Definition 4.3 for @(t) = 1 = Definition 4.1.
Remark 4.6. A functiony € Z is a solution of the inequality (4.1) if and only if there exists a function g € Z
and a sequence gy, k=1,2,..., m (which depends on y) such that
@ lgt) <eandlgkl<e k=1,....m;
(i) D& y(t) = f(t,y(t), Hy(t) +g(t), t € J;
(iil) Ay(ti) = Le(y(t)) + 9, k=1,2,...,m.

One can have similar remarks for the inequalities (4.2), (4.3).

Remark 4.7. Let x € R™, p > 0, if y € Z is a solution of the inequality (4.1), then y is a solution of the
following integral inequality

Jti () —sP) ¥ 1sP (s, y(s), Hy(s))ds

1—x pt TPx 1
_FI)‘(oc) J (tp—sp)“*lspflf(s,y(s),Hy(s))ds < <m—|— M) e, te].

Indeed, by Remark 4.6 we have that

eD&y(t) = ft,y(t), Hy(t) +g(t), teT,
Ay(te) = Le(y(ty)) +9x, k=12...,m

Then
k k 1-a Kty
Y(0 =0 3 Kyl + Y gi+ s 3| (=57 s, y(s), Hyls)ds
i=1 i=1 =171
pl—oc = [t P pyax—1.p—1 pl—oc t P pyax—1_p—1
e L, s gl B | (s s i) Hls) s

pl—oc t
e J (t° —sP)* 1sPIg(s)ds, te€ (ti, tisal-

1—a K ti
U(t)—yo—ZIi(y(ti))—?(cx)ZJ (tP —s°)*1sP~1f(s,y(s), Hy(s))ds
i=1 i=1 Yt
plfcx t . .
— tP —sP)* 5P f(s,y(s), Hy(s))ds
Fa ), (=) (5,9(s), Hy(s)
k pl—oc k i 0 1 1 pl—oc t 1 1
— . th — Pyx—1,.p tp— pyox— p—
> ot ;L( )15 g (s)ds + o | (47 sl g
k pl—« ko oty pl—o rt
<Y loil+ S Y| e e gl ds s | (10 =) s gl ds
i=1 i=1"7ti-1 R

. TPX(m+1
= P (o +1

—

)e

We have similar remarks for the solutions of the inequality (4.2)-(4.3)
Now, we give the main results, generalized Ulam-Hyers-Rassias stable results, in this section.
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Theorem 4.8. Assume that (A1)-(A6), and (3.2) hold. Suppose there exists N, > 0 such that

l—x t
‘T)‘(oc) J (tP —sP)*1sPlo(s)ds < Ap@(t), foreach t €,
0

where ¢ € C(J,R") is nondecreasing. Then, the problem (1.1)-(1.2) is generalized Ulam-Hyers-Rassias stable.

Proof. Lety € Z be a solution of the inequality (4.2). By Theorem 2.8, there exists a unique solution x of
the impulsive type integro-differential equation with generalized fractional derivative

EDEx(t) = f(t,x(t), Hx( ), tel,
(

Ax(ty) = I (x tk)) =1,2,...,m
x(0) =y(0) = yo.
Then we have
Yo+ ?ta‘x Jo(t° —sP)*~1sP=1f(s, x(s), Hx(s))ds, if t € [0,t4],

1—x
X(8) = Y yo+ Prog X fig, (6 =) 5P (s, x(s), Hx(s))ds
—i—p(‘x) ft (tP — sP)*~1sP—Lf(s, x(s ),Hx(s))ds—i—zlle Li(x(t)), ifte (tx, tpl,

By integration of the inequality (4.2), for each t € (ty, tik41], we have

K
—Uo—; Li(y(ty)) — Mo

pl ot . .
— P _ PYX— p—
Ma) Lk“ SP)TsTH (s y(s), Hyls))ds

r () —sP)*1sP (s, y(s), Hy(s))ds

tia

M=~

i=1

k plfcx

k 1—«x ty t
<ot + ?Tx) ZL (1 —sP)*s* o (s)ds + J (t° —s°)* 15 Lp(s)ds
i=1 i i-1

i=1 e

<(Mm+mMm+1A,) @(t), te].

Hence for each t € (ty, ty1], it follows

1—x ti
y(t) —yo— ‘l)“(ioc) ZJ (t? —s?)*1sP (s, x(s), Hx(s))ds

i=1" b

—x k
_pl Jt (t° —sP)* 1P~ 1 (s, x(s), Hx(s))ds — Z Ii(x(ti))‘

ly(t) —x(t)] <

I"(o) ty

Kk kK ot
. -n_P ' pya—1.p—1
—yo—;h(y(ti)) o iE_lLH(tf sP) % 1sP1f(s, y(s), Hy(s))ds

k
+ 3 Ly(t) — Lix())|

r () —sP) 1P f(s,y(s), Hy(s)) — (s, x(s), Hx(s))| ds

B Jt (80 — )% 152 1(s,y(s), Hy(s))ds

pl—oc t
+ J (1P — )% 1sPL|f(s, y(s), Hy(s)) — (s, x(s), Hx(s))| ds
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1+ Hy)p! > o (b
< (mot (mo+ D) @(0)+ TS 3 [ (1 — o) 10 y(s) —x(s)l ds
i=1vt-1
1(1+H1)91“Jt 1 _p—1
| (P —sP)* P —x(s)| ds + * ) —x(t
o) ) y(s) Z [y(tie) —x(ty)]
< (Mm+ m+1DAe) @) + D T [ylty) —x(ty)]
k=1
1+H D' [
L1+ Hy)(m+1)p J(tp—Sp)“_lsp_l|y(S)—X(S)|dS.
MNa) 0

We consider the function V; defined by

Vi(t) =supfly(s) —x(s)|: 0<s<T}, 0<t<T.

If t € ', then by previous inequality, we have

Vi(t) <

(tP —sP)* 1P~V (s)ds.

W1+H)(m+1)pl—= Jt

(m+ (m—+1)A +Zl*vl ) + Mo

0

Applying Lemma 2.10, we get

Vl(t) < (m—}-(m—i—l)?\(p)(p(t) % [ﬂ0<ti<t(1+1*)eXp <1(1+H1)(m+1)p “Jt(tp_sp)(xlsplds>:|

I"( o) 0

< Cf,m,(p © (t)/

where

Citme@(t) =(m+ (m+1)A,) @(t) x |:”0<t-l<t(1 +1%) exp (

(14 Hy)(m+1)TPe
p*T (o +1) )]
U1+ Hy)(m4 DTN\ ™
p*T (e +1) )]

= (m+(m+1)Ag) @(t) x [(1+1*)9XP<

Thus, the problem (1.1)-(1.2) is generalized Ulam-Hyers-Rassias stable with respect to ¢(t). This proof is

complete.
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