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Abstract

In this article, we introduce a hybrid iteration involving inertial-term for split equilibrium problem and fixed point for a
finite family of asymptotically strictly pseudocontractive mappings. We prove that the sequence converges strongly to a solution
of split equilibrium problem and a common fixed point of a finite family of asymptotically strictly pseudocontractive mappings.
The results proved extend and improve recent results of Chang et al. [S. S. Chang, H. W. J. Lee, C. K. Chan, L. Wang, L. J. Qin,
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1. Introduction

Fixed point theory of nonexpansive mappings has valuable applications in different fields such as;
convex feasibility problems, convex optimization problems, approximation theory, game theory, signal
and image processing, partial differential equations and so on (see for example [16, 33] and the references
therein). Existence of solutions associated with the above-mentioned problems depends on the existence
of fixed points of certain noinlinear mappings.

In 1994, Censor and Elfving [11] introduced in finite dimensional real Hilbert spaces, the split feasibility
problems (SFP) for modeling inverse problems which arise from phase retrievals and in medical image
reconstruction. It is now known that SFP can be applied in many disciplines such as; image restoration,
computer tomograph and radiation therapy treatment planning (see [8, 9, 12, 13]). Consequently, the
study of SFP has received the attention of many researchers (see [4, 27, 34, 36] and the references therein).

Let H; and H; be two real Hilbert spaces and C and Q be nonempty closed convex subsets of H; and
Hy, respectively. The SFP is formulated as follows; find a point q € H; such that

ge Cand Aq €Q, (1.1)
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where A : H; — Hy is a bounded linear operator. If (1.1) has solution, it can be shown that x € C solves
(1.1) if and only if it solves the following fixed point equation:

x =Pc((I-yA*(I-Pq))A)x, (1.2)

where Pc and Pg are the metric projections onto C and Q, respectively, y is a positive constant and A*
denotes the adjoint of A. Under appropriate conditions on v, it can be shown that the operator Pc((I —
YA*(I—Pq)A associated with (1.2) is nonexpansive.

For an equilibrium bifunction f : C x C — RR, the equilibrium problem is defined as; find x € C such that
f(x,y) >0, Vy € C. We remark that iterative solution of equilibrium problems and fixed point problems
has been studied extensively in the last three decades or so (see [2, 6, 9, 17, 19, 28, 30, 32]).

For two equilibrium bifunctions f and g satisfying certain conditions (see Section 2 below), the split
equilibrium problem (SEP) entails finding a solution of an equilibrium problem, x* € EP(f) such that the
image of x* under a bounded linear map, Ax* is a solution of another equilibrium problem EP(g). This
problem has been studied and successfully employed as a model in intensity-modulated radiation therapy
treatment planning, see for instance, [4, 10, 23] and the references contained therein.

In 1967, Browder and Petryshyn [7] introduced the class of strict pseudo contractive maps as a gener-
alization of the class of nonexpansive mappings. Other generalizations of nonexpansive mappings have
also been introduced and studied in the literature (see Alber et al. [1] and Yang et al. [35]).

In [14], the authors studied SFP involving quasi-nonexpansive mapping and total asymptotically strict
pseudo-contractive mapping. Other authors have also studied the same problem using different assump-
tions (see [20, 25, 26, 31] and the references therein). Unfortunately, the stepsize in these existing results
often depend on the norm of the associated bounded linear operator or on the spectral radius of A*A.
This makes those results very difficult to use in any possible application.

Inertial-type algorithms are based on the heavy ball methods of the two-order time dynamical system.
Polyak [29] first proposed an inertial extrapolation as a speed up process to solve the smooth convex
minimization problem. The inertial algorithm is a two-step iterative method in which the next iteration is
obtained by the previous two iterates, which improve the convergence rate of the iterative sequence (see
5, 21, 29]).

Inspired by the ongoing research explored above, it is our purpose in this article to design an inertial-
type iterative algorithm in which the stepsize does not need prior knowledge of the norm of the associated
bounded linear operator and prove strong convergence of the sequence for SEP and fixed point of total
asymptotically strict pseudo-contractive mapping in real Hilbert spaces.

The rest of the paper is arranged as follows. In Section 2, we provide some definitions and preliminary
results which will be needed throughout the paper. Sections 3 is devoted to the main result, while in
Section 4, we apply the result of Section 3 to study some related problems.

2. Preliminaries

This section is devoted to recalling some fundamental definitions, properties and notations concerned
with the split equilibrium problem and fixed point problem in real Hilbert spaces. Throughout the paper,
Xx — X (resp. xx — x ) denotes strong convergence (resp. weak convergence) of a sequence {xy}. Except
otherwise stated, H stands for a real Hilbert space and C C H denotes a closed convex subset of H.

Let C be a nonempty subset of a real Hilbert space H and let T: C — C be a mapping. We denote by
F(T) the set of fixed points of the mapping T. That is, F(T) ={x € C: T(x) = x}.

Definition 2.1. The mapping T is said to be:

(i) nonexpansive if
Mx—=Tyll < Ix—yll, Vx,yeC

(ii) uniformly ®— Lipschitzian if there exists ® > 0 such that
T =Tyl < Blx—yll, Vx,y e C, ¥n>1;
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(iii) pseudo-contractive if

T =Tyl < lx—ylP+ T =Tx = (I-Tyl%, ¥x,y € G
(iv) k-strict pseudo contractive, if there exists k € [0, 1) such that

ITx = Tyl* < Ix—ylP +KI(I=T)x— (I-=Tyl?, Vx,y € C;

(V) (k,{An}, {un}, d)-total asymptotically strictly pseudo contraction (see [35]), if there exists a constant
k € [0,1) and sequences of nonnegative real numbers {A,,},{un}, and a strictly increasing continuous
function ¢ : R™ — R with ¢(0) such that

[T % —T™yI? < Ix—ylP+KII=T")x— (I=TM )yl +And(x —yl) + n, ¥x,y€C, ¥n > 1.

Let E be a smooth Banach space, C a nonempty subset of E, and T : C — C a mapping. Following [3], see
also [22] we say that T is of type (P) if

(Tx =Ty, J(x—Tx) = Jly—Ty)) =0, Vx,y € C. 2.1)

If E is a Hilbert space, then ] = I and hence T is of type (P) if and only if T is firmly nonexpansive, that is,

ITx — Tyl> < (Tx—Ty,x—y), ¥x,y € C.
For any x € H, there exists a unique nearest point to C denoted by Pcx, such that
Ix —Pexll < lx—yll, vx,y € C.
The mapping Pc : H — C is known as the metric projection of H onto C and satisfies the following.

Lemma 2.2.
ly —Pexl? +Ix —Pexl> < Ik —yl?Vx e Hy € C, (Pcx—%x,y—Pcx) >0, Vy € C. (2.2)
For more properties of Pc, one can consult [15].

Definition 2.3 ([15]). A Banach space E is said to have the Kadec-Klee property if whenever {x,} is a
sequence in E that converges weakly to xg € E and [[xn || — [[xoll, as n — oo, then {x,} converges strongly
to xg.

Lemma 2.4 ([14]). Let C be a nonempty subset of a real Hilbert space H and let S : C — C be a uniformly ©-
Lipschitzian and (K,{An}, {un}, &)-total asymptotically strictly pseudo contraction, then S is demiclosed at origin.
That is, if for any sequence {xn} in C with xn, — x and |[xn, — Sxnl| = 0, N — oo, we have x = Sx.

Lemma 2.5. The following statements hold in a real Hilbert space, H.

@) Ix+yl? = IxIP+20¢y) +Iyl*, Vxy e H

Gi) Ix+ylP? < IXIP+ (y,x+y), ¥x,y € H;

(iii) [loox + (1 —eyll> = adxI* + (1 = )Iyl* — x(1 = x)[Ix —yl?, ¥,y € H,, ¥ ac € [0,1].

Definition 2.6 ([6, 17]). Let f : C x C — R be an equilibrium bifunction. That is: f(x,x) = 0. The

equilibrium problem is: find x* € C:
f(x*,y) >0, Vy e C. (2.3)

We shall denote by EP(f) the set of solutions of (2.3).

Assumption 2.7. For solving the equilibrium problem, we assume that f and the set C satisfy the following
conditions:
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(A1) f(x,x) =0 for all x € C;

(A2) fis monotone, thatis f(x,y) + f(y,x) <0 forall x,y € C;

(A3) fis upper hemicontinuous, i.e., for each x,y,z € C, limy_,o f(tz+ (1 — t)x,y) < f(x,y);
(A4) f(x,.) is convex and lower semi-continuous for each x € C.

With the above assumptions, we have the following Lemma.

Lemma 2.8 (Blum and Oettli [6], Combettes and Hirstoaga [17]). Let C be a nonempty closed and convex
subset of a real Hilbert space H. Let f : C x C — %R be a bifunction satisfying assumptions (A1)-(A4). For r > 0
and x € H, there exists z € C such that

1
f(z,y)+;<y—z,z—x> >0,VyeC.
Moreover, define a mapping Tf : H — C as follows:
1
Ti(x)={z€C:flzy)+ (y—zz-x >0,y € C}

forall x € H. Then the following conclusions hold:

(1) for each x € H, Tf(x) # 0;
(2) Tf is single- valued;
(3) T is firmly nonexpansive, i.e., for each x,y € H,

(Thx — Ty, TIx — Tiy) < (Tfx— Ty, x—y);

(4) F(T) = EP(f);
(5) EP(f) is closed and convex.

3. Main results
We now prove our main result.

Theorem 3.1. Let Hy and Hy be two real Hilbert spaces and let C C Hy and Q C Hy be nonempty closed convex
subsets of Hy and Hy, respectively. Let f : Cx C — Rand g : Q x Q — R be two bifunctions satisfying
assumptions (2.7). Let S : C — C be a uniformly ©- Lipschitzian and continuous total asymptotically strict
pseudo contractive mapping and let A : Hy — Hy be a bounded linear map with adjoint A* : Hy — Hj. Let
Q:={z€ C:z€EP(f): Az € EP(g)} # 0 and assume that T := F(S) N Q # (). Let the stepsize y* be chosen such

. 2] AWK —TE Awk|[? [IAWK—TEZ AwK[] .
that, for some € > 0, y* € (e’mm{||A*(Awk—T]§kAwk)||2 — €, 2||A*(Awk—‘kr§kAwk)||2 —e}) if wk # TS AWK,
otherwise Y* =y (where y is any nonnegative constant). For arbitrary z°,z' € Hy, define the sequence {z*} by the
following algorithm:

Co=Hy,

Wk =z | (2K — k1),

uk =TI (wk —ykA*(I-Tg)AWK),

vE = ouf 4 (1 — o) Skuk,

Cri1=1{q € Cic: [V* —ql? < [w* — gl + 0%},
¢l =Pc, 2% Vk>1,

(3.1)

where 0% := (1 — oq )M (M) + AcM* Dy + i} with Dy = sup{|w* —pl;p € T}, {ri}, {sk} are two sequences
of positive real numbers and {xy} is a sequence in (0,1) such that the following conditions are satisfied:

HDo<k<a<<a<b<;
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(II) liminfy o 1 >0, liminfy o sx > 0;
() > mk <ooand Y 74 A < oo;
(IV) there exist constants M, M* > 0 such that d(A) < M*AZ, VA > M.

Then the sequence {z*} generated by (3.1) converges strongly to ¢ € T, with { = Prz°.

Proof. We divide the proof into six steps.

Step I: We show that the sequence {z*} defined in (3.1) is well defined. For this, we first show by mathe-
matical induction that I' C Cy, V k > 1. Obviously I' € Cy = H;. Now, assume that I' C C; for some j > 1.
Letp €T, from (3.1) and (2.1), we estimate as follows:

W —pI? =T, (W =y A* (1= T$)AW) — T/ p|P?
< W =y A1 -T)AW) —plP?
=W —pl? =2y (W —p, A* (1= T)AW) + (¥ PIIA* (1 - T AW
= [w —pl? =2y (Aw) — Ap, (I-T$)AW) + (vj)zH/\*(I—ngj)%\wjll2
= W —pI? =2y (AW —TIAW + TIAW — Ap, (1-TZ)AW)
+ (Y PIA(T =T AW (3.2)
= W =l =2y IAW — TIAW|* =2y (TIAW —TI Ap, (1 - TJ)An))
+ (Y PIA(I =TI AW
< W —pl? =2y AW = TIAWI |2 + (v 2IA* (1 = T )AW|? using (2.1)
=W =l =y (2IAW = TIAW P =Y |A* (1= TZ)Aw|?)
< [w —plP.
That is.
W —pl? < [w —plP*. (3.3)
From (3.1) and utilizing (3.3), we have the following:
IV —pIP = llogw + (1 — o)) —plP?
= o5l — I + (1 — o)lISW —pl* — (1 — o5) W) — ST |I?
< oylw —pl? + (1 — o){Iw —pl* + kW — S| + A (I —pll) + s}
— (1 — o) W) — S|P
< =l + (1= o) {kl = W + A5 (M) + A;MA ) —pl? + s}
— o(1— o)W — S|P
= I =l = (o5 — k) (1 — o) |t — S+ (1 — o)A (M) + A M) —pl* + ).
From condition (I), we have that (o; — k) > 0 and so we conclude that
IV —plI* < I —plf* + 67, (3.4)

where 0 = (1 — &;){Aj¢(M) +A;M*Dj + p;} with Dj := sup{|w’ —p|l* : p € T'}. From (3.4) we obtain that
p € Cj41. Since p is arbitrary, we conclude that I' C Cy 1, V k > 1. Next we show that the set Cy is closed
and convex for all k > 1. Observe that

{z € Cp i uf — 2z < Wk —2z|? + 6%} = {z € C : U — [[W¥|[> < 2(u* —wk, z) + 6%}

So, the set Cy is closed and convex for all k > 1. Hence the sequence {z*} defined by (3.1) is well defined.
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Step II: We show that {z*}, {v¥},{u*}, and {w*} are all bounded.
Since z* = P, 2%, then using (2.2), we have
0< <zk —20, 7 —zk>, vV z" € Cy.
For each p € T, we get
0<(Z" =22 p—2F = (=20 p+20— 20— 2%) 35)
= (=220 = 28) + (2" = 2%, p — 20) < —lI2* =27 + |I* = 2Olllp — 2°)L. '
From (3.5), we get
Il =2 <lp=20, VpeTl, Vk>1. (3.6)
Hence {z*} is bounded. Consequently {v*},{u*}, and {w*} are all bounded.
Step IIL: limy_, [[AWS —TJ Awk|| = 0.
From z* = Pckzo and z¢t1 = PCkHzO € Cyi1 € Cy, we have
0< <Zk —ZO, Zk+1 —Zk>.
Following similar argument as in (3.5), we have
% — 200 < I =20, vk > 1. (3.7)
From (3.6) and (3.7), we conclude that {||z* — z°||} is bounded and nondecreasing. Hence
lim ||z* — 2°|| exists.
k—o00
Furthermore, since z™ = Pcmzo € Cyp C Cy for m > k, we obtain from Lemma 2.2 that
2™ — 282 < Iz — 202 — |12 — 2%~ (3.8)
Since limp . ||z* — 2%|| exists, we have from (3.8) that
lim [|z™ —z¥|| = 0.
n—oo
Thus, {z*} is a Cauchy sequence. Hence
lim ||z —Z¥|| = 0. (3.9)
k—o0
Since z**1 € Cy,1, then
Ve — 25 < Jlwk — 281 vk, (3.10)
Notice that
Wk —2X)| = |z — 2571 = 0 k — oo from (3.9).
Also,
Wk — 28| = [k — 28 28 — 2K < ' — 28]+ |28 — 2| = 0 by (3.9). (3.11)
Applying (3.11) in (3.10), we have that
lim vk =zl = 0. (3.12)
k—o00

Therefore, by (3.11) and (3.12)

IV —wH|| < IV = 25T + 125 —wK|| = 0k — oo.

(3.13)
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From (3.2), we have
Vi (2NAWS =TI AWSIP —yi|A* (1= TE)AWS P < [[w* —pI* — [lu® —p|?
< Wk —pl? — V< —pll* + 6*
< (IW* —pll+ Ve = pll) [Iw* —v¥| 4 6.
Hence,
2yKl[AWS = T AWM(2 < (Iw* —pll + V5 = pl) Wk — V|| + 0% + R [[A* (I — T )AWX|,
1 x
2/|Aw* — T Anw*|> < yfk{(llwk —pll+ IV = pll) Wk — V5[ + 85} + i IA* (1 — T JAW™|?
1 k k kL k k
< —{(w" —pll+Ip* — w*—v*[[+0
(< —pll+ I — i) I+6%) 614
(I =TS )AWK|2 K12
A*(I-TZ)A ,
2|\A*(I—T§k)Aw‘<H2H (I—=TJ AW
2
4 Awk — T AwH|? < yfk{(llwk —pll+ [IV* —pl) [w* — V<) + 05} + [|(1— T ) AW,
So, using (3.14), we have
2
BIAWS —TI Anw*|P> < yfk{(llwk —pll+ V< —pll) [w* —v¥|| + 65} — 0.
That is
lim [[Aw® —Tg Aw|| =0. (3.15)
k—o0
Step IV: lim |[[w* — Sw¥|| = 0.
Let p € I'. Using firm nonexpansiveness of T{ , we have the following estimates:
u® —pl? = ITY, (W = vk A* (1= TG JAWS) = T{ pl
< Wk —p, Wk —yA*(1— ngk)Awk —p)
1 . %
= E{Iluk — PP+ WS =y A (T = T JAWS —p|* — [[u* — w* —y A* (1 -T2 )AwH|?}
1 *
< E{Iluk —plP + WS —pl? — lu* —w* —y A (T =T )Aw |} (3.16)
1 *
= S{Iu* —pIP + " = pI* — (I —w|> + v A (1= T ) AW"|?
2
— 2y (uk —wk,A*(I—ngk)Awk»}
< W —plP — [ —w¥ > + 2y A (U — wH)[[JA* (1= TE JAWX||.
Notice that from argument of (3.3), we have
IV —plI* < ol w* —pI? + (1 — o) lu® — p|* + 6*. (3.17)

Applying (3.17) in (3.16) and re-arranging the terms, we have

(1= o) llu® =W < (I = pll+ IV —pll) VS — w2y A (WS — W) IA* (T =TI ) AwX]].

Letting k — oo, we have using (3.13) and (3.15) that

k

luk —wX|| = 0, k = oo.

(3.18)
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Furthermore, from (3.13) and (3.18) we have
V=Wl < VS —u¥)l -+ [ —w¥) = 0, k — oo

From (3.1), we get that IV —uK|| = (1 — oge)l|S*uk —uk). Utilizing condition (I) and conclusion (3.13), we
obtain

ISkuk —uk)| =0, k = . (3.19)
Using (3.19) we obtain
[S* Uk — W < JIS*Fuk — UM 4 [ —wk| = 0, k — oo, (3:20)
ISk Uk — vR|| < IS*UR — uk|| 4 luf = V¥ = 0, k = . '
Utilizing (3.20), we get
ISR WR — Wk < [IS*wWR — SRk + ISk uk — wK|| < Bllw* — WX + [|S*uk — Wk = 0, k — oco. (321)
W — SwK|| < " — S*wW¥|| + [|S*wk — Swk|| < [[w* — Skwk|| + 0|IS* Wk —w¥|| = 0, k = 0.

Step V: w(w*) C T, where w(w¥) is the set of all weak cluster points of {w*}.
Since {w*} is bounded, w(w*) # 0. Let ¢ € w(wk), then there exists a subsequence {w¥ki} of {wk} such
that wk — . Applying Lemma 2.4 and conclusion (3.21), we get that ¢ € F(S). Next, we verify that

¢ € EP(f). From definition of {u*}, u* = Trfk (wk —vA*(I— ngk)Awk). That is:
1
fuk,y) + T—(y —uk, U —wk -y AF(T —ngk)Awk> >0, Yy eC.
k
Replacing k with ki, we have
_‘: ki 1 ki ki ki 1 ki A* I Tg A ki > 0
(LL /9)+r7<y—u LUt =w >_7<U_u 7Yk ( - Ski) W >/ .

Tk

1 1

That is . .
oy = k) -y = i AT (T TE AWK > fy,u). (3.22)
ki ki i

1

By (A4), (3.22), (3.15), (3.18), and taking limit as k — oo, we have
f(y,0) <0, VyeH;.
Letz¢ =ty+(1—t)¢ Vte (0,1] and y € C. This implies that z; € C. Hence, f(z, () < 0. From (Al),
0 < flze,z) < tf(ze,y) + (1 —1)f(ze, O) < tf(ze, y).

Hence,
0 < f(z’tl U),

from condition (A3), we obtain

This implies that
C € EP(1).

Since wXi — C and A is a bounded linear operator, then Awkt — A(. Hence, it follows from (3.15) that

T¢ AWM = AL 1 — oo.
1
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From Lemma 2.5, we have
_ 1 _ _ _
g(ngkiAwkl,y) + ;(y — ngki Awkt, ngki Awki — Awk‘> >0, Yy € Q. (3.23)

Since g is upper-hemicontinuous in the first argument, we have by taking limsup as i — oo in (3.23),
condition (IT) and (3.15) that

9(AGy) =20, V(e Q.
That is, AC € EP(g). So C € T.
Step VI: zK — ( =Prz’, k — oo. Let & = Prz%. Then & € T. From ||z — 20| < ||§ — 2°||, we have

1E,—2° < 11E—2° < hmmfl\z — 2 < limsup ||z — 2% < 1§ —2°)..
1—00
This implies that [|§ — 2% < [IC— 2%/ < limieo 1250 — 20/ < [IE — 201 So, limi o0 Iz — 20| = [|E — 20| =

I — 2°||. Furthermore, by uniqueness of Prz%, we have that & = ¢ and so ||z*¢|| — ||¢J|. Since Hilbert spaces
satisfy Kadec-Klee property, we conclude that z* — ¢, i — co. But {z¥} is Cauchy and so it is convergent.
Hence,

¢ =k — .

This completes the proof. O

Remark 3.2. In this work, we proved strong convergence theorem for approximating solution of split
equilibrium problem and fixed point of a total asymptotically strictly pseudocontractive mapping in
real Hilbert spaces. In our algorithm, the stepsize is independent of the knowledge of norm of the
bounded linear map, a restrictive condition that has been imposed by many authors (see, e.g., [18, 20,
24, 35]). Furthermore, no compactness-type condition was imposed either on the domain of the operator
or on the operator itself as is the case with many similar results in the literature (e.g., [14, 20]). We also
incoorporated inertial step into our algorithm which is known to speed up convergence rate of iterative
algorithms. Finally, we note that the result of Theorem 3.1 of this manuscript can be extended to finite
family of total asymptotically strictly pseudocontractive mappings. We did not prove that since the proof
follows same arguments as those used in proving Theorem 3.1 here.

4. Application

In this section, we apply the result of Theorem 3.1 to study SEP and fixed point of asymptotically
strictly pseudocontractive mapping in real Hilbet spaces.

Definition 4.1. A mapping T : C — C is said to be an asymptotically k-strictly pseudocontractive mapping
(see [18, 24]), if there exists a sequence {vn} C [1,00) with limy 0o Vn = 1 and a constant A € [0,1) such
that

T =Tyl < Vil =yl +AII=T)x = (I-T )|, vx,y € C.

Lemma 4.2 ([18]). Assume that C is a closed and convex subset of a real Hilbert space H, and let T : C — C be an
asymptotically A-strict pseudocontraction with Fix(T) # 0. Then:

(i) for eachn > 1, T™ satisfies the Lipschitz condition

A /14 (kn —1)(1—7)

T =Tyl < Lnllx —yll, Vx,y € C, where L, = 1—-A '

(ii) T is demiclosed at 0;
(iii) F(T) is closed and convex.
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Theorem 4.3. Let H; and Hy be two real Hilbert spaces and let C C Hy and Q C Hy be nonempty closed
convex subsets of Hy and Hy, respectively. Let f : Cx C — Rand g : Q x Q — R be two bifunctions
satisfying assumptions (2.7). Let S : C — C be an asymptotically k-strictly pseudocontractive mapping with
(k €[0,1)) and {vi} C[1,00): vy — 1,andlet A : Hy — Hy be a bounded linear map with adjoint A* : Hy — Hj.
Let Q:={z € C:z € EP(f) : Az € EP(g)} # () and assume that T := F(S) N Q # (). Let the stepsize y* be chosen

2| AWk —T§ Awk|]? [[AWk—TZ Aw¥|?2 ok g K
AT AWE—TIAWRE & AT (AWF—TL AW e}) if wk # T AnK,

otherwise, y* = y(where v is any nonnegative constant). For arbitrary z°,z' € Hy, define the sequence {z*} by the
following algorithm:

such that, for some € > 0, vk e (e, min { T

Co = Hy,

Wk — Zk + (Zk _Zkfl)’

uk =T (WE—ykA*(I-TI)AWY),

vk = ogauk 4 (1 — o) S*uk,

Ckt1 ={q € Cx : [V* — qlI* < [W* — ql* + 6},
2kl = PCKHZO, Vk>1,

(4.1)

where 0% == (1 — ay) (\/]2< —1)Dy with Dy = sup{|w* —pll%p € T}, {ri}, {sx} are two sequences of positive real
numbers and {xy} is a sequence in(0,1) such that the following conditions are satisfied:

M: 0<k<a<a<b<;
(ID): liminfx oo Tk >0, liminfy . sk > 0.

Then the sequence {z¥} generated by (4.1) converges strongly to C € T, with { = Prz’.

Proof. We divide the proof into six steps.

Step I: We show that {z¥} defined in (3.1) is well defined. For this, we first show by mathematical induc-
tion that ' € Cy, V k > 1. Obviously, I' € Cy = H;. Now, assume that I' C Cj for some j > 1. Letp €T,
from (4.1) and (2.1), we estimate as follows:

I =PI = ITf, (W =V A* (1= T AW) — T plf?
< W =Y A* (1 =TI AW) —plP?
=W —pl? =2y (W —p, A* (1= T)AW) + (v 2 A (1T ) Aw|?
= [[w! —pI? =2y) (AW — Ap, (1= T)Aw)) + () P A* (1= T )Awl|?
= W) —pll* =2y} (AW —ngAwJ' —i—Tfjij —Ap, (I—ngj)ij> + (vj)ZIIA*(I—TEj)ijl\Z
= W =l =2y [|AW —TIAW |2 =29/ (T AW —Tg Ap, (1 - T)AW) + (v A (1 =T ) AW |?
< W —plP? =2y AW ~Td AW (2 + (Y))?||A*(1 ~ T JAW || using (2.1)
= W —pI? =¥ 2IAW — TI AW =y A (1 - TZ)AW|?)
< ! —plP.
That is.
W —pl? < W —pl. (4.2)
From (4.1) and utilizing (4.2), we have the following:

IV =PI = llogul + (1 — o) S0 — pl?
= ol —pIP + (1 — o)ISW —pl* — (1 — o5) W) — S |P?
< ol —pl* + (1= o) (Vi) —pl* + kl) — ST} — o5(1 — o) | — ST |I?

= o) —pIP* + (1 — o) (VW —pI? + [ — pl* — | —p* + kllw) — ST |?}
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— (1 — o)W — S|P
— I —pIP + (1 — o) (3 — Dl —pI2 + (1 — o) (il — ST [2) — a5 (1 — o) [ — S|P
< I —pIP+ (1= a5) (v = Dl —plP + (1 — oy il — S0P} — a5 (1 — o)l — ST
= W = pIP + (1= o) (v = DIIW — I — (o — k) (1 — o)) — STW|2.
From condition (I), we have that (oj — k) > 0, so we conclude that
IV —pI* < W —pl* + 67, (4.3)

where 07 := (1 — oc]-)(vlz —1)Dj with Dj = sup{|[w’ —p|*;p € I'}. From (4.3), we obtain that p € Cj41. Since
p is arbitrary, we conclude that I' C Cy 41, V k > 1. Next, we show that the set Cy is closed and convex for
all k > 1. Observe that

{z€ C:llub =zl < Iw* —2lP +0%) = {z € Crc : IIu¥|P — [WHI? < 2(u* —w*, z) + 0¥,

So, the set Cy is closed and convex for all k > 1. Hence the sequence {z¥} defined by (3.1) is well defined.
The remaining part of the proof follows same argument as the arguments of steps II-VI of the proof
of Theorem 3.1 above. We therefore omit them. O

Remark 4.4. Theorem 4.3 carries over easily to the case of finite family of the map, T. We state without
proof the result in the next theorem.

Theorem 4.5. Let Hy and Hy be two real Hilbert spaces and let C C Hy and Q C Hy be nonempty closed
convex subsets of Hy and Hy, respectively. For 1 < i < N, let f; : CxC — Rand gi : QxQ — R
be two bifunctions satisfying assumptions (2.7). Let Si : C — C be an asymptotically ki-strictly pseudocon-
tractive mapping, with (x; € [0,1)) and {'\/i} C [1,00) : v]i{ — 1,k — oo and let A; : Hi — H, be a
bounded linear map with adjoint AY : Hy — Hy. Let Q :=={z € C:z € ﬁ}\l:]EP(ﬁ) Az € ﬂ{ilEP(gi)} #*
O and assume that T = ﬂiNle(Si) NQ # (. Let the stepsizes y*' be chosen such that, for some e; > 0,
k 9i k|12 k 9i k|12 )
/il*ll(/\AV:vkj;??/:vw!]llz ~ & zwlxl*A(kaTj'kr;;:wHk)uz —ei}) Wk A TUAWS, otherwise, v =
Y(where y* is any nonnegative constant),i = 1,2,...,N. For arbitrary z°,z' € H;, define the sequence {z¥} by
the following algorithm:

AL (ei,min{ll

Co = Hy,

wk =zk 1+ (Zk —Zk_l),

uk =Tl (wk —ykA;‘;(modN)(I —TSHAWY),
vk = oqeuk 4 (1— ock)SE(modN)uk,

Cit1 ={q € Cy : [V* — qll* < [w* — q|[* 4 6%},
Zk+l = PCkHzO, Yk>1,

(4.4)

where 0% := (1 — o )(v2 — 1)Dy with Dy = sup{|w* —pl[%;p € T}, {ri},{sk} are two sequences of positive real
numbers and {ou} is a sequence in(0, 1) such that the following conditions are satisfied:

M: 0<k<a<y <b<;

(ID): liminfyx_ oo 1 > 0, liminfy_ o sy > 0.

Then the sequence {z¥} generated by (4.4) converges strongly to C € T, with { = Prz’.

Remark 4.6. In [18], the authors proved strong convergence result for common fixed point of finite fam-
ily of asymptotically strictly pseudocontractive mappings requiring that the domain of the operators be
bounded. This is quite restrictive. In Theorem 4.5 of this manuscript, we obtained strong convergence
result for a finite family of SEP and common fixed point of finite family of asymptotically strictly pseudo-
contractive mapping without requiring boundedness of the domain of the mappings. The stepsize used
is independent of any knowledge of the norm of the involved bounded linear map. Consequently, our
result, Theorem 4.5 is an extension and a significant improvement of the results of [18] and many other
important results in this direction of research.
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