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Abstract

In this paper we present coincidence, homotopy and normalization type results in the weak topology setting for general classes of Mönch type maps.
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1. Introduction

Epi maps were introduced by Furi, Martelli and Vignoli [2] and extended by many authors in the literature; see for example [3, 5] and the references therein. In this paper we introduce the notion of a 0–epi (and more generally a 0–genepi) map for a general class of maps in the weak topology setting (some initial results were obtained by the author [6] in 1999). We will use 0–epi and 0–genepi maps to present coincidence, homotopy and normalization properties for general Mönch type maps (these are maps which generalize compact, condensing, countable condensing maps (in the weak topology setting) and were introduced by Mönch [4]).

2. Main results

Let $X$ be a Hausdorff locally convex topological vector space and $U$ a weakly open subset of $X$. We consider classes $A$ and $B$ of maps.

Definition 2.1. We say $F \in M(U^w, X)$ (respectively $F \in MB(U^w, X)$) if $F : U^w \to 2^X$ and $F \in A(U^w, X)$ (respectively $F \in B(U^w, X)$); here $U^w$ denotes the weak closure of $U$ in $X$ and $2^X$ denotes the family of nonempty subsets of $X$.

Definition 2.2.

(i). We say $F \in MB^M(U^w, X)$ if $F \in MB(U^w, X)$ and if $D \subseteq U^w$ and $D \subseteq \overline{C}\{(0) \cup F(D)\}$ with $C \subseteq D$ countable and $C \subseteq \overline{C}\{(0) \cup F(C)\}$ then $C^w$ is weakly compact.
(ii). We say \( G \in MB^{MM}(\Omega, X) \) (here \( \Omega \subseteq X \)) if \( G \in MB(\Omega, X) \) and if \( D \subseteq \Omega \), \( D = \overline{\varnothing} (\varnothing \cup G(D)) \) with \( C \subseteq D \) countable and \( C \subseteq \overline{\varnothing} (\varnothing \cup G(C)) \) (or \( \overline{\varnothing} = \overline{\varnothing} (\varnothing \cup G(\varnothing)) \)) then \( \overline{\varnothing} \) is weakly compact.

**Remark 2.3.**

(i). In Definition 2.2 (and throughout the paper) we could replace \( \{0\} \) with \( \{x_0\} \) where \( x_0 \in X \) is fixed.

(ii). In this paper we could replace the first sentence in Section 2 (Let \( X \) be a Hausdorff locally convex topological vector space and \( U \) a weakly open subset of \( X \) with: Let \( Y \) be a Hausdorff locally convex topological vector space and \( U \) a weakly open subset of \( X \) where \( X \) is a closed convex subset of \( Y \) (or alternatively assume \( X \) is a weakly closed subset of \( Y \)).

**Definition 2.4.** We say \( F \in M_{\partial U}(\overline{\varnothing}, X) \) if \( F \in M(\overline{\varnothing}, X) \) with \( 0 \notin F(x) \) for \( x \in \partial U \); here \( \partial U \) denotes the weak boundary of \( U \) in \( X \).

**Definition 2.5.** We say \( F \in MB^0(\overline{\varnothing}, X) \) if \( F \in MB(\overline{\varnothing}, X) \) and \( F(x) = \{0\} \) for \( x \in \partial U \).

**Definition 2.6.** Let \( F \in M_{\partial U}(\overline{\varnothing}, X) \). We say \( F \) is 0–epi if for any map \( G \in MB^0(\overline{\varnothing}, X) \) there exists a \( x \in U \) with \( F(x) \cap G(x) \neq \emptyset \).

**Remark 2.7.**

(i). If the zero map \( 0 \) is in \( MB(\overline{\varnothing}, X) \) then if \( F \in M_{\partial U}(\overline{\varnothing}, X) \) is 0–epi then there exists a \( x \in U \) with \( 0 \notin F(x) \) [Take \( G = 0 \) in Definition 2.6; note \( 0 \in MB(\overline{\varnothing}, X) \) since if \( D \subseteq \overline{\varnothing} \) and \( D \subseteq \overline{\varnothing} (\varnothing \cup 0(D)) \) with \( C \subseteq D \) countable and \( C \subseteq \overline{\varnothing} (\varnothing \cup 0(C)) \) (note \( 0(x) = 0 \) for \( x \in C \) then trivially \( \overline{\varnothing} \) is weakly compact, and also note trivially \( 0 \in MB(\overline{\varnothing}, X) \)].

(ii). In Definition 2.4 and Definition 2.5 (and throughout the paper) we could replace \( 0 \) with \( p \) where \( p \in X \) is fixed.

...Our first result is a coincidence property for 0–epi maps.

**Theorem 2.8.** Let \( X \) be a Hausdorff locally convex topological vector space, \( U \) a weakly open subset of \( X \), \( 0 \in MB(\overline{\varnothing}, X) \), \( G \in MB(\overline{\varnothing}, X) \), \( F \in M_{\partial U}(\overline{\varnothing}, X) \) is 0–epi and suppose the following conditions hold:

\[
\begin{align*}
&\mu(.): MB(\overline{\varnothing}, X) \text{ for any weakly } \\
&\text{continuous map } \mu: \overline{\varnothing} \to [0, 1] \text{ with } \mu(\partial U) = 0 \tag{2.1}
\end{align*}
\]

and

\[
\begin{align*}
&K = \{x \in \overline{\varnothing}: F(x) \cap \{t \} G(x) \neq \emptyset \text{ for some } t \in [0, 1]\} \\
&\text{is weakly compact and } K \text{ does not intersect } \partial U. \tag{2.2}
\end{align*}
\]

Then there exists a \( x \in U \) with \( F(x) \cap G(x) \neq \emptyset \).

**Proof.** Let \( K \) be as in the statement of Theorem 2.8. First note \( K \neq \emptyset \) since \( F \) is 0–epi (see Remark 2.7 (ii)). From (2.2) we see that \( K \) is weakly compact and \( K \cap \partial U = \emptyset \). Now recall \( X = (X, \varnothing) \), the space \( X \) endowed with the weak topology, is completely regular. Thus there exists a weakly continuous map \( \mu: \overline{\varnothing} \to [0, 1] \) with \( \mu(\partial U) = 0 \) and \( \mu(K) = 1 \). Define the mapping \( J \) by \( J(x) = \mu(x) G(x) \). Now (2.1) guarantees that \( J \in MB(\overline{\varnothing}, X) \). We claim \( J \in MB(\overline{\varnothing}, X) \). To see this let \( D \subseteq \overline{\varnothing}, D \subseteq \overline{\varnothing} (\varnothing \cup J(D)) \) with \( C \subseteq D \) countable and \( C \subseteq \overline{\varnothing} (\varnothing \cup J(C)) \). Note \( J(C) \subseteq \varnothing (\varnothing \cup G(C)), J(D) \subseteq \overline{\varnothing} (\varnothing \cup G(D)) \) so

\[
\overline{\varnothing} (\varnothing \cup J(D)) \subseteq \overline{\varnothing} (\varnothing \cup \varnothing (\varnothing \cup G(D))) = \overline{\varnothing} (\varnothing \cup G(D)) = \overline{\varnothing} (\varnothing \cup G(D)) \]

and \( \overline{\varnothing} (\varnothing \cup J(C)) \subseteq \overline{\varnothing} (\varnothing \cup G(C)) \). Thus

\[
D \subseteq \overline{\varnothing} (\varnothing \cup J(D)) \subseteq \overline{\varnothing} (\varnothing \cup G(D)) \text{ and } C \subseteq \overline{\varnothing} (\varnothing \cup G(C)).
\]

Then since \( G \in MB(\overline{\varnothing}, X) \) we have that \( \overline{\varnothing} \) is weakly compact. Thus \( J \in MB(\overline{\varnothing}, X) \). In fact \( J \in MB(\overline{\varnothing}, X) \) since if \( x \in 0U \) we have \( J(x) = \mu(x) G(x) = \{0\} \). Now since \( F \) is 0–epi there exists a \( x \in U \) with \( F(x) \cap J(x) \neq \emptyset \) i.e., \( F(x) \cap \mu(x) G(x) \neq \emptyset \). Thus \( x \in K \) and as a result \( \mu(x) = 1 \). Consequently \( F(x) \cap G(x) \neq \emptyset \).
Our next result is a homotopy type property for 0-epi maps.

**Theorem 2.9.** Let \( X \) be a Hausdorff locally convex topological vector space, \( U \) a weakly open subset of \( X \), \( F \in \mathcal{M}_U(\overline{U}^w, X) \) is 0-epi, \( H : \overline{U}^w \times [0, 1] \to 2^X \) with \( H(x, 0) = \{0\} \) for \( x \in \partial U \), \( F(\cdot) - H(\cdot, 1) \in \mathcal{M}(\overline{U}^w, X) \) and

\[
\{ x \in \overline{U}^w : F(x) \cap H(x, t) \neq \emptyset \text{ for some } t \in [0, 1] \} \text{ does not intersect } \partial U. \tag{2.3}
\]

Assume for any map \( G \in \mathcal{M}_U(\overline{U}^w, X) \) the following conditions hold:

\[
G(\cdot) + H(\cdot, 0) \in \mathcal{M}(\overline{U}^w, X) \tag{2.4}
\]

\[
K = \{ x \in \overline{U}^w : F(x) \cap G(x) + H(x, t) \neq \emptyset \text{ for some } t \in [0, 1] \} \text{ is weakly compact} \tag{2.5}
\]

and

\[
\{ G(\cdot) + H(\cdot, \mu(\cdot)) \in \mathcal{M}(\overline{U}^w, X) \text{ for any weakly continuous } \mu : \overline{U}^w \to [0, 1] \text{ with } \mu(\partial U) = 0 \text{ and } \mu(K) = 1. \tag{2.6}
\]

Then \( F(\cdot) - H(\cdot, 1) \) is 0-epi.

**Proof.** Let \( G \in \mathcal{M}_U(\overline{U}^w, X) \). We must show that there exists \( x \in U \) with \( [F(x) - H(x, 1)] \cap G(x) \neq \emptyset \). Let \( H \) and \( K \) be as in the statement of Theorem 2.9. Consider \( t = 0 \). Note from (2.4) that \( G(\cdot) + H(\cdot, 0) \in \mathcal{M}(\overline{U}^w, X) \) since if \( x \in \partial U \) then \( G(x) + H(x, 0) = G(x) = \{0\} \) since \( G \in \mathcal{M}_U(\overline{U}^w, X) \). Now since \( F \) is 0-epi there exists a \( x \in U \) with \( F(x) \cap G(x) + H(x, 0) \neq \emptyset \), so \( K \neq \emptyset \), and in addition from (2.5) we have that \( K \) is weakly compact. Next note \( K \cap \partial U = \emptyset \) since if \( x \in \partial U \) then \( F(x) \cap G(x) + H(x, t) = F(x) \cap H(x, t) \) and note (2.3). Now \( X = (X, w) \) is completely regular so there exists a weakly continuous map \( \mu : \overline{U}^w \to [0, 1] \) with \( \mu(\partial U) = 0 \) and \( \mu(K) = 1 \). Define the map \( J \) by \( J(x) = G(x) + H(x, \mu(x)) \). From (2.6) we have \( J \in \mathcal{M}(\overline{U}^w, X) \) since if \( x \in \partial U \) then \( J(x) = G(x) + H(x, \mu(x)) = \{0\} + H(x, 0) = \{0\} \) since \( G \in \mathcal{M}_U(\overline{U}^w, X) \). Then since \( J \) is 0-epi there exists a \( x \in U \) with \( F(x) \cap J(x) \neq \emptyset \) i.e., \( F(x) \cap [G(x) + H(x, \mu(x))] \neq \emptyset \). Thus \( x \in K \) and as a result \( \mu(x) = 1 \). Consequently \( F(x) \cap [G(x) + H(x, 1)] \neq \emptyset \) i.e., \( [F(x) - H(x, 1)] \cap G(x) \neq \emptyset \). \( \Box \)

Next we present a normalization type result.

**Theorem 2.10.** Let \( X \) be a Hausdorff locally convex topological vector space, \( U \) a weakly open subset of \( X \), \( 0 \in U \) and assume the following conditions hold:

\[
i \in \mathcal{M}(\overline{U}^w, X) \text{ (here } i \text{ is the identity map)} \tag{2.7}
\]

\[
\begin{aligned}
& \{ H(x) : x \in U \} \\
& \{ 0 \} : x \in X \setminus U,
\end{aligned}
\]

we have that \( J \in \mathcal{M}(X, X) \)

\[
\begin{aligned}
& \{ H(x) : x \in \mathcal{M}(\overline{U}^w, X) \text{ and for any countable set } P \subseteq X \text{ with } P \cap \overline{U}^w \text{ relatively weakly compact we have that } P \subseteq \{0\} \cup H(P \cap \overline{U}^w) \text{ is weakly compact} \tag{2.9}
\end{aligned}
\]

and

\[
\begin{aligned}
& \{ G : G \in \mathcal{M}(X, X) \text{ there exists an } x \in X \text{ with } x \in G(x) \text{.} \tag{2.10}
\end{aligned}
\]

Then \( i \) is 0-epi.

**Proof.** Note \( i \in \mathcal{M}_U(\overline{U}^w, X) \) (from (2.7) and \( 0 \in U \)). Let \( H \in \mathcal{M}_U(\overline{U}^w, X) \). We must show there exists \( x \in U \) with \( x \in H(x) \) i.e., \( i(x) \cap H(x) \neq \emptyset \). Let \( J \) be as in (2.8). Note \( J \in \mathcal{M}(X, X) \). We claim
J ∈ MB^{MM}(X, X). To see this let D ⊆ X, D = \{0\} ∪ J(D) with C ⊆ D countable and C ⊆ C(\{0\} ∪ J(C)) (or \(C \cap \{0\} = \{0\} ∪ J(C)\)). First note \(C(\{0\} ∪ J(D)) \subseteq C(\{0\} ∪ H(D ∩ \{0\})) = D = \{0\} ∪ J(D)) ≤ C(\{0\} ∪ H(D ∩ \{0\})) \cap C \subseteq C(\{0\} ∪ H(C ∩ \{0\})).\) As a result
\[
D ∩ \{0\} \subseteq C(\{0\} ∪ H(D ∩ \{0\})) \text{ and } C ∩ \{0\} \subseteq C(\{0\} ∪ H(C ∩ \{0\}))
\]note C ∩ \{0\} is countable. Now since H ∈ MB^{MM}(\{0\}, X) we have (see (2.11)) that C ∩ \{0\} is weakly compact. Now since C ⊆ C(\{0\} ∪ H(C ∩ \{0\})) we have that C is weakly compact (see (2.9)). Thus J ∈ MB^{MM}(X, X). Now (2.10) guarantees that there exists a x ∈ X with x ∈ J(x). In fact x ∈ U since 0 ∈ U. Thus x ∈ \{0\} and x ∈ H(x).

**Remark 2.11.**
(i). Conditions to guarantee (2.10) can be found in [7, 8].
(ii). In the proof above we showed J in (2.8) is in MB^{MM}(X, X) so one could replace (2.10) with: there exists a x ∈ X with x ∈ J(x).

To conclude this paper we will consider a generalization of the notion of a 0-epi maps. To present our results we consider an extra class D of maps. Let M and MB be as in Definition 2.1.

**Definition 2.12.** We say \(F ∈ MD(\{0\}, X)\) if \(F : \{0\} → X\) and \(F ∈ D(\{0\}, X)\)

**Definition 2.13.** We say \(F ∈ MBB(\{0\}, X)\) if \(F ∈ MB(\{0\}, X)\) and there exists a selection \(Ψ ∈ MD(\{0\}, X)\) of F.

**Remark 2.14.**
(i). Note in Definition 2.13, \(Ψ\) is a selection of \(F\) if \(Ψ(x) \subseteq F(x)\) for x ∈ \{0\}.
(ii). In many applications the spaces MD and MBB are the same (i.e., MD = MBB = MB). For examples of when the spaces MD and MBB are different we refer the reader to [1] (e.g. MBB is the space of WDKT maps (see [1]) and MD is the space of weakly continuous single valued maps).

**Definition 2.15.**
(i). We say \(Ψ ∈ MD(\{0\}, X)\) if \(Ψ ∈ MD(\{0\}, X)\) and if D ⊆ \{0\} and D ⊆ \{0\} then \(C(\{0\} ∪ \{0\})\) is weakly compact.
(ii). We say F ∈ MB^{MM}(\{0\}, X) if F ∈ MB(\{0\}, X) and there exists a selection \(Ψ ∈ MD(\{0\}, X)\) of F.
(iii). We say \(Ψ ∈ MD^{MM}(\Omega, X)\) (here \(\Omega ⊆ X\)) if \(Ψ ∈ MD(\Omega, X)\) and if D ⊆ \(\Omega\), D = \{0\} ∪ \{0\}) with C ⊆ D countable and C ⊆ C(\{0\} ∪ \{0\}) (or \(C(\{0\} ∪ \{0\})\) then \(C(\{0\} ∪ \{0\})\) is weakly compact.
(iv). We say F ∈ MB^{MM}(\Omega, X) (here \(\Omega ⊆ X\)) if F ∈ MB(\Omega, X) and there exists a selection \(Ψ ∈ MD(\Omega, X)\) of F.

**Definition 2.16.** We say F ∈ MBB_{0}^{M}(\{0\}, X) if F ∈ MBB^{M}(\{0\}, X) and F x (0) for x ∈ \(\partial U\).

**Definition 2.17.** Let F ∈ M_{\partial U}(\{0\}, X). We say F is 0-genei if for any map G ∈ MBB_{0}^{M}(\{0\}, X) and any selection \(Ψ ∈ MD_{\partial U}(\{0\}, X)\) of G there exists a x ∈ U with F(x) ∩ \(Ψ(x) \neq \emptyset\).

**Remark 2.18.** In Definition 2.17 note \(\emptyset \neq F(x) ∩ \Psi(x) \subseteq F(x) ∩ \Psi(x)\). If the zero map is in MD(\{0\}, X) then if F ∈ M_{\partial U}(\{0\}, X) is 0-genei then there exists a x ∈ U with 0 ∈ F(x); take G = 0 in Definition 2.17 (note 0 ∈ MD(\{0\}, X) using the argument in Remark 2.7 (i), and also note if \(Ψ ∈ MD(\{0\}, X)\) is a selection of 0 then \(Ψ = 0\) since \(Ψ(x) \subseteq 0\) for x ∈ \{0\} and 0 ∈ MD(\{0\}, X)).

We begin with an analogue of Theorem 2.8.

**Theorem 2.19.** Let X be a Hausdorff locally convex topological vector space, U a weakly open subset of X, 0 ∈ MD(\{0\}, X), G ∈ MB^{M}(\{0\}, X), F ∈ M_{\partial U}(\{0\}, X) is 0-genei and suppose
\[
\begin{cases}
\mu(\cdot) ∈ MB(\{0\}, X) \text{ for any weakly continuous map } \mu : \{0\} → [0, 1] \text{ with } \mu(\partial U) = 0.
\end{cases}
\]

(2.12)
For any selection \( \Lambda \in \text{MD}^M(\overline{U}, X) \) of \( G \) assume the following hold:

\[
\begin{align*}
K &= \{ x \in \overline{U} : F(x) \cap t \Lambda(x) \neq \emptyset \text{ for some } t \in [0, 1] \} \\
\text{is weakly compact and } K \text{ does not intersect } \partial U
\end{align*}
\]

and

\[
\begin{align*}
\mu(\cdot) \Lambda(\cdot) &\in \text{MD}(\overline{U}, X) \text{ for any weakly continuous map } \\
\mu : \overline{U} \rightarrow [0, 1] \text{ with } \mu(\partial U) = 0 \text{ and } \mu(K) = 1.
\end{align*}
\]

Then there exists a \( x \in U \) with \( F(x) \cap \Lambda(x) \neq \emptyset \) (so \( \emptyset \neq F(x) \cap \Lambda(x) \subseteq F(x) \cap G(x) \)).

Proof. Let \( \Lambda \) and \( K \) be as in the statement of Theorem 2.19. Note \( K \neq \emptyset \) since \( 0 \in F(x) \) for some \( x \in U \) (see Remark 2.18; note \( 0 \in \text{MD}(\overline{U}, X) \)). Now (see (2.13)) there exists a weakly continuous map \( \mu : \overline{U} \rightarrow [0, 1] \) with \( \mu(\partial U) = 0 \) and \( \mu(K) = 1 \). Define the mappings \( J \) and \( \Psi \) by \( J(x) = \mu(x) G(x) \) and \( \Psi(x) = \mu(x) \Lambda(x) \). Now (2.14) guarantees that \( \Psi \in \text{MD}(\overline{U}, X) \). We claim \( \Psi \in \text{MD}^M(\overline{U}, X) \). To see this let \( D \subseteq \overline{U} \), \( D \subseteq \overline{\partial \left( \{0\} \cup \Psi(D) \right)} \) with \( C \subseteq D \) countable and \( C \subseteq \overline{\partial \left( \{0\} \cup \Psi(C) \right)} \). Note \( \Psi(C) \subseteq \text{co} \left( \{0\} \cup \Lambda(C) \right) \), \( \Psi(D) \subseteq \text{co} \left( \{0\} \cup \Lambda(D) \right) \) so (a similar argument to that in Theorem 2.8)

\[
D \subseteq \overline{\partial \left( \{0\} \cup \Lambda(D) \right)} \text{ and } C \subseteq \overline{\partial \left( \{0\} \cup \Lambda(C) \right)}.
\]

Now since \( \Lambda \in \text{MD}^M(\overline{U}, X) \) we have that \( \overline{\partial} \) is weakly compact. Thus \( \Psi \in \text{MD}^M(\overline{U}, X) \). Also (2.12) guarantees that \( J \in \text{MBB}(\overline{U}, X) \) so immediately we have \( J \in \text{MBB}^M(\overline{U}, X) \) since \( \Psi \in \text{MD}^M(\overline{U}, X) \) and \( \Psi \) is a selection of \( J \) (since \( \Lambda \) is a selection of \( G \)). Finally note \( J \in \text{MBB}^M(\overline{U}, X) \) since if \( x \in \partial U \) we have \( J(x) = \mu(x) G(x) = \{0\} \) since \( \mu(\partial U) = 0 \). Now since \( F \) is 0–genepi then there exists a \( x \in U \) with \( F(x) \cap \Psi(x) \neq \emptyset \) i.e., \( F(x) \cap \mu(x) \Lambda(x) \neq \emptyset \). Thus \( x \in K \) and as a result \( \mu(x) = 1 \). Consequently \( F(x) \cap \Lambda(x) \neq \emptyset \). \( \square \)

Next we obtain an analogue of Theorem 2.9.

**Theorem 2.20.** Let \( X \) be a Hausdorff locally convex topological vector space, \( U \) a weakly open subset of \( X \), \( F \in \text{M}_2U(\overline{U}, X) \) is 0–genepi, \( H : \overline{U} \times [0, 1] \rightarrow 2^X \) with \( H(x, 0) = \{0\} \) for \( x \in \partial U \), \( F(.) - H(., 1) \in \text{M}U(\overline{U}, X) \) and

\[
\{ x \in \overline{U} : F(x) \cap H(x, t) \neq \emptyset \text{ for some } t \in [0, 1] \} \text{ does not intersect } \partial U.
\]

Assume there exists a selection \( h \) of \( H \) such that for any \( G \in \text{MBB}_0^M(\overline{U}, X) \) and any selection \( \Psi \in \text{MD}^M(\overline{U}, X) \) of \( G \) the following hold:

\[
G(\cdot) + H(\cdot, 0) \in \text{MBB}(\overline{U}, X) \text{ and } \Psi(\cdot) + h(\cdot, 0) \in \text{MD}(\overline{U}, X)
\]

\[
K = \{ x \in \overline{U} : F(x) \cap \left[ \Psi(x) + h(x, t) \right] \neq \emptyset \text{ for some } t \in [0, 1] \} \text{ is weakly compact}
\]

and

\[
\begin{align*}
G(\cdot) + H(\cdot, \mu(\cdot)) &\in \text{MBB}^M(\overline{U}, X) \text{ and } \Psi(\cdot) + h(\cdot, \mu(\cdot)) \in \text{MD}^M(\overline{U}, X) \\
\text{for any weakly continuous map } &\mu : \overline{U} \rightarrow [0, 1] \text{ with } \mu(\partial U) = 0 \text{ and } \mu(K) = 1.
\end{align*}
\]

Then \( F(.) - H(., 1) \) is 0–genepi.

Proof. Let \( G \in \text{MBB}_0^M(\overline{U}, X) \) and let \( \Psi \in \text{MD}^M(\overline{U}, X) \) be any selection of \( G \). Now let \( h, H \) and \( K \) be as in the statement of Theorem 2.20. Consider \( t = 0 \). Note \( G(\cdot) + H(\cdot, 0) \in \text{MBB}_0^M(\overline{U}, X) \) and \( \Psi(\cdot) + h(\cdot, 0) \in \text{MD}^M(\overline{U}, X) \) is a selection of \( G(\cdot) + H(\cdot, 0) \). Now since \( F \) is 0–genepi then there exists a \( x \in U \) with \( F(x) \cap [\Psi(x) + h(x, 0)] \neq \emptyset \), so \( K \neq \emptyset \). Now \( K \cap \partial U = \emptyset \) since if \( x \in \partial U \) then \( F(x) \cap [\Psi(x) + h(x, t)] \subseteq F(x) \cap [G(x) + H(x, t)] = F(x) \cap H(x, t) \) and note (2.15). Now \( X = (X, w) \) is completely regular so there exists a weakly continuous map \( \mu : \overline{U} \rightarrow [0, 1] \) with \( \mu(\partial U) = 0 \) and \( \mu(K) = 1 \). Define maps \( J \) and \( \Lambda \) by \( J(x) = G(x) + H(x, \mu(x)) \) and \( \Lambda(x) = \Psi(x) + h(x, \mu(x)) \). Note we have \( J \in \text{MBB}_0^M(\overline{U}, X) \) (if \( x \in \partial U \) then \( J(x) = G(x) + H(x, 0) = \{0\} \) and \( \Lambda \in \text{MD}^M(\overline{U}, X) \) is a selection of \( J \). Then since \( F \) is 0–genepi there exists a \( x \in U \) with \( F(x) \cap \Lambda(x) \neq \emptyset \) i.e., \( F(x) \cap [\Psi(x) + h(x, \mu(x))] \neq \emptyset \). Thus \( x \in K \) and as a result \( \mu(x) = 1 \). Consequently \( F(x) \cap [\Psi(x) + h(x, 1)] \neq \emptyset \), so \( F(x) \cap [\Psi(x) + H(x, 1)] \neq \emptyset \) i.e., \( [F(x) - H(x, 1)] \cap \Psi(x) \neq \emptyset \). \( \square \)
Remark 2.21. Note in Theorem 2.20 we could replace (2.15) with (here $h$ and $\Psi$ are as described in the statement of Theorem 2.20)

$$\{ x \in \mathcal{U} \mid F(x) \cap h(x, t) \neq \emptyset \text{ for some } t \in [0, 1] \}$$
does not intersect $\partial \mathcal{U}$.

It is easy to obtain analogues of Theorem 2.10 in this situation (we leave the details to the reader).
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