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Abstract

In this paper, we discuss the nonuniform exponential dichotomy properties of nonautonomous systems of linear differential
equations. Since any linear differential systems are kinematically similar to a triangular system, considering the relation between
the nonuniform exponential dichotomy properties of the triangular system is necessary. Without loss of generality, we consider
block upper triangular systems and give the criteria for the nonuniform exponential dichotomy of triangular systems on the half
line for unbounded systems.
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1. Introduction

Stability and dichotomy are well-studied topics in theory of differential equations. In particular, it is
central in the construction of topological conjugacies, invariant manifolds, and normal forms. In finite
dimensional Euclidean spaces, a linear differential equation

x = A(t)x, (1.1)

on the half line ] = R, or IR_ is exponentially dichotomous if there are projection P(t) : R™ — R™ and
positive constants K > 1, « > 0 such that with t,s € ],

T(t,s)P(s) =P(t)T(t,s), (1.2)

and
IT(t,s)P(s)l < Ke *(*=5) fort>s, |[T(t,s)(I—P(s))l <Ke PETY  fort<s,
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where T(t,s) denotes the evolution operator of Eq. (1.1). Roughly speaking, an exponentially dichoto-
mous system can be invariantly decomposed into two subsystems and dynamics on subsystems are stable
in forward and backward directions of time.

There are a lot of efforts to extend this concept to systems with nonuniformity. The nonuniformity
means that K is a function which depend on the initial time. The implication of such extension was
indicated by Perron (see [11], pp. 705-706) early in 1930 for asymptotical stability. Coppel (see [10], p.
12) also showed that a planar nonautonomous systems without bounded growth may not have an expo-
nential dichotomy even if it is a uniform contraction (respectively, expansion) on the stable (respectively,
unstable) subspace. The formal definitions of the case of nonuniformity was given by Barreira and Valls
(see [5, 8]). The requirement of uniform stability or uniform conditional stability is often too stringent
for the dynamics. In particular, the notion of a nonuniform exponential dichotomy is much more typical,
particularly, in the context of ergodic theory. For example, almost all trajectories (and in fact all Lyapunov
regular trajectories) of a diffeomorphism or a flow with nonzero Lyapunov exponents have a nonuni-
form exponential dichotomy (see [3, 4, 6]). Besides, the relations between the nonuniform exponential
dichotomies and Fredholm operators are studied as in [1, 2].

Because of the essential role of the concept of a nonuniform exponential dichotomy, it is important
to have helpful characterizations. Our main purpose is giving the relations between the nonuniform
exponential dichotomy properties of the triangular system and its diagonal part. Particularly, we show
that if a block upper triangular system has a nonuniform exponential dichotomy on a half line, then its
diagonal part also has. When the off diagonal part is bounded in term of a family {|| - [|¢}t+ej of norms
(see a below concept), then the converse holds. The other characterizations of nonuniform exponential
dichotomy in terms of admissibility can be seen in [7, 12].

2. Preliminaries and main results

With the notation in Section 1, we say that Eq. (1.1) has a nonuniform exponential dichotomy if
there exist a projection P(t) : R™ — R™ satisfying (1.2), constant « > 0, and a continuous function
K:J — [1,+00) such that

IT(t, s)P(s)l < K(s)e *(*=%) fort>s, |[T(t,s)(I—P(s)) <K(s)e PEY  fort<s,

forall s, t €.
Consider the block upper triangular system

% = < A EES >x (2.1)

with x € R4, y € R4, 1< d < n Inthe following result, one show that if a not necessarily bounded
block triangular system has an exponential dichotomy on a half line, then so does block diagonal part.

Theorem 2.1. Assume that (2.1) has a nonuniform exponential dichotomy with bound K(s) and exponents o, 3.
Then both linear systems x = A (t) x and y = B (t)y have a nonuniform exponential dichotomy on | with the same
bound and exponents.

Unfortunately, we do not know if the converse of Theorem 2.1 holds, namely, if a block diagonal part
has a nonuniform exponential dichotomy then a block upper triangular system has. The next comments
give some light to this question.

For a given family {|| - ||t }tcj of norms, we use (R™, || -[|¢) to denote the space R™ with norm || - [|; for a
fixed t € J and |- |[s¢, to denote the norm of linear operator from (R™,||-[|s) to (R™, |- [l¢) for each t,s € J.
Since every two norms of R™ are mutually equivalent, for a given family {|| - [l¢}tcj of norms there exist
two functions L1, L, : ] — (0, 4+00) such that

Li(t)lxll < lixlle < La(t)lIxll, xe X, te]. (2.2)
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We call that a family {|| - [|t}tej of norms is a continuous family of norms if the mapping t — |[x|l; is
continuous on ] for each fixed x € R™. Furthermore, if family {|| - ||}t is continuous then there exist two
positive continuous functions L; and L, such that (2.2) holds. A continuous family of norms is said to
have a uniform lower bound (or uniform upper bound) if L; (or L) given in (2.2) is a positive constant.
A continuous family of norms is said to have uniform bounds if L; and L, are both positive constants.

Our approach to proving main theorems is based on the following lemma about uniformization ([12,
Lemma 1]).

Lemma 2.2. Eq. (1.1) has a nonuniform exponential dichotomy on ] if and only if there exists a continuous family
{l - llt}eey of norms with a uniform lower bound such that Eq. (1.1) has a uniform exponential dichotomy with
respect to {|| - |lt}tej, i.e., there are a projection P(t) : R™ — R™ and constants o« > 0 and K > 1 such that the
invariant decomposition condition (1.2) is satisfied and the following estimates hold

IT(t, $)P(s)llst < Ke ™) fort>s, |[T(t,s)(T—P(s))llse <Ke PV fort <,
where t,s € J.

With this lemma we obtain the following result.

Theorem 2.3. If C(t) € CY (], suptEIH.Ht> and x = A (t)x,y = B(t)y have a nonuniform exponential di-
chotomy on J. Then

. ( A(t) C(t)

X‘( 0o B )¥
also have a nonuniform exponential dichotomy on J.

The result above for the uniform exponential dichotomy is given by Battelli and Palmer (see [9]).

3. Proof of main theorems

Proof of Theorem 2.1. Let V; C RY be the subspace of initial conditions at (t = 0) for which the solution
% = A(t)x is bounded on ] and takes V5 as any fixed complement of V; in R<.

Next let Wi € R™ ¢ be the subspace of initial conditions 1 at (t = 0) for which Y (t,0) 7 is bounded
on J (Y (t,0)n is a solution of x = B (t) x) and the equation

x=At)x+CH)Y(t0)m, (3.1)

has a bounded solution on ] and takes any fixed complement W, of Wy in R™~¢.
Let xy (t) be a bounded solution of (3.1) for which xy(0) € V2. Using constants variation, we have a
solution of (3.1) that is

t

xp(t) = X(t,0)x, (0) + JX(t, s)C(s)Y(s,0)nds.
0

Suppose there exist two initial conditions 1,12 € V> in which solutions of (3.1) are bounded, we have

t t
x1(t) = X(t,0)n1 + J X(t,s)c(s)Y(s,0)nds, xp(t) = X(t,0)n2 + J X(t,s)c(s)Y(s,0)nds.

0 0

Then

x1(t) —x2(t) = X(t,0)(n1 —ma2).

Because x1(t), x»(t) are bounded, we have

X(t,0)(11 —12) is bounded.
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Thus, 11 —m2 € Vi, on the other side V1 NV, ={0}, and n; —n2 € Vi, then, n; =ny. Thus, xy (t) is a unique
bounded solution of (3.1) for which xy, (0) € V5.
We consider the linking operator

L:W); =V, 11— xp(0).
We have Ln; = xp, (0), L2 = xp,(0), then
[Ny + In2 = xp, (0) + %1, (0).

One sets

t
xp (t) = X (t,0) [xp, (0) +xp, (0)] —i—J X(t,s)C(s)Y(s,0) (M1 +m2)ds =xp,(t) + xp,(t) is bounded.
0
Explicit xy(t) is the bounded solution of (3.1) and x1,(0) = xp,(0) 4+ x1,(0) € V2, and xy(t) is a unique
bounded solution of (3.1). Then

L1 +m2) = xp, (0) +xp,(0) = [ng + Lny,

we get L as a linear operator.
We take (§,m) as the initial conditions of the bounded solution of (2.1), thenn € W; and & = &y + In
with &y € V7. Because (&,1) are the initial conditions of the bounded solution and

t
x(t) = X(t,0)& + JX(t, s)C(s)Y(s,0)nds is bounded,
0

it is mandatory that &, 1 must satisfy Y(t,0)n as bounded. We have

t
x1(t) = X(t,0)& + J X(t,s)C(s)Y(s,0)nds is bounded. (3.2)
0
That means n € W,
t
x2(t) = X(t,0)Ln + J X(t,s)C(s)Y(s,0)nds is bounded. (3.3)
0

Combining (3.2) and (3.3), we have x;(t) —xz(t) = X(t,0)(& —Ln). On the other hand, x;(t) —xz(t) is
bounded, so § —Ln =&y € V.

Next when | = R, let PA : R4 — R9 be the projection such that Range (PA) =V, KerPA =V, and
Q: R ¢ — R™ 4 be the projection such that Range(Q) = W;, Ker(Q) = W,. When | = R_, we switch
the range and null space in both projections. Then if we define the projection P as,

A A _
(¢ &)u-ra, (5 ") o-ry, (4

we see that the range of P when ] = R, (the null space when ] = IR_) consists of all vectors (& + Ln, 1)
for some &y € V; and 1 € W and thus coincides with the subspace of initial values of the solutions of
(2.1) bounded on J.

Consider the equations,

x =A(t)x+ C(t)y, (3.5)
Yy =B(t)y. (3.6)
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We have y(t) = Y(t,0)n as the solution of (3.6), substituting (3.5), we obtain,
x =A(t)x+ C(t)Y(t,0)n
and

t
x(t) = X(t,0)& +JX(t, s)C(s)Y(s,0)nds.
0

We have, the transition matrix of (2.1) as

0 Y(t,s)
We set )
W(t,s) = J X(t,T)C(T)Y (T, s)drT,
then, R
o= (50 Y) (%5 1) (4 )
~( X(t,0)PAX(0,1) %
_< 0 Y (t,0) QY (0,1) )

We see that for any & € R4 and s € ], we have

&\ _ [ PAs)E
where P2 (s) = X(t,0)PAX(0, 1), and

_ pPA
(In—P(s))<é>< (Ia Po (S))£>.

As a consequence ||PA (s)|| < ||P (s)] and, for & € R% and s < tin ], we get
xivs P = |[Ties) (o795 )= st ()| < Kisre =t e
and, similarly, for any & € RYandt <s,in]J
IX(t,5)(1a — PA(s)E| HT(t,s) ( e PAsNE ) H - HT(t,s)(In —P(s)) ( N ) H < K(s)eP=5) g
This completes the proof of the nonuniform exponential dichotomy on | of the linear system x = A (t) x
with projection PA.

Next, we prove that y = B (t) y has a nonuniform exponential dichotomy on ]. To this end, consider
the adjoint system

x =—A*(t)x,
. * * 3.7
{52 e tor=s iy, 7
which is block lower triangular but can be considered as the block upper triangular system
u=-C*(t)v—B*(t)u,
{ v=—A*(t)v, (3.8)
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with u = y and v = x. The lower triangular system (3.7) has a nonuniform exponential dichotomy
on ] with projection I, — P*, bound K (s), and exponents «, 3 where P is as in (3.4), and so (3.8) has a
nonuniform exponential dichotomy on ] with projections

( Infd_Q* _Q*]—* > ( Infd_Q* (Infd_Q*)L* )
0 Ia— (PA)" )" 0 La—(P)" )7

respectively for ] = Ry and ] = R_, and with bound K (s) and exponents «, 3. Since this projection is in
block upper triangular form, it is as in (3.4) that y = —B* (t) y has a nonuniform exponential dichotomy
on ] with projection I, 4 — Q* and the same bound and exponents, and hence so does j = B (t) y with Q
as the projection. Therefore, we may take P® = Q, which indicates that W; = Range(P®) and that P has
the form (3.4) as stated in the theorem.

Here, we derive the rank conditions. With P as defined in the statement of the theorem, we observe
that (£,m) € Ker(P) if and only if PAE = 0 and PBn = 0 so that dim Ker(P) = dim Ker(P?) + dim Ker(Q).
Hence, rank(P) = rank(P)” + rank(P®) follows, thus completing the proof of the theorem. O

Remark 3.1. In particular we have proved that if the block upper triangular system (2.1) has a nonuinform
exponential dichotomy on ], then for any bounded solution y (t) of y = B (t)y there exists a bounded
solution of the linear inhomogeneous system x = A (t)x + C (t)y (t) and this holds even if C (t) is not
bounded. However the fact that the upper triangular system has a nonuniform exponential dichotomy
imposes some restrictions on the choice of C (t).

Remark 3.2. We can derive formulas for the linking operators. From the proof of Theorem 2.1 we see that
for any 1 € Range(PP?), the system
x=At)x+C(t)Y(t,0)n

has a unique solution xy (t) bounded on | such that PAxp (0) = 0. By standard methods it is proved that
when | =R,

t +o00
xp (t) = JX (t,s) P (s)C(s)Y(s,0)nds — J X(t,s) (Id —pA (s)) C(s)Y(s,0)nds.
0

-+

Hence

and

PA (xp (0)) = — J X(0,s) (PA (s) — (PA)2> C(s)Y(s,0)nds = 0.
0

And so the linking operator on R, is given by

+o0o
Ln = xp (0) = — J X(0,5) (Ia — P (5)) C (s) Y (s,0) nds.
0

When ] =R_,

t 0
xp (1) = J X (t,s) P2 (s)C(s)Y (s, 0)nds —JX (t,s) (Ia— P (s)) C(s) Y (s,0)nds



L. H. Tien, L. D. Nhien, T. V. Chien, J. Nonlinear Sci. Appl., 13 (2020), 85-96 91

and then the linking operator on R_ is given by
0
In = J X (0,s) P2 (s) C(s)Y(s,0)nds.

Proof of Theorem 2.3. Considering ] = R, we have the transition matrix (2.1) is

[ X(ts) Wi(ts)
T(t's)_< 0 Y(t,s)>’

where X (t,s),Y (t,s) are the transition matrices of x = A (t) x and y = B (t) y, respectively, and
t
Wt,s) = JX(t,T) ClIY(1,s) dr.
S

If system (2.1) has a nonuniform exponential dichotomy on J, then Theorem 2.1 tells us we can take the
projection P to be in the form of (3.4), and the linking operator L is defined as follows

+00
tn=- | (la=PA)X(O,0COY(5,0/ndt, (n € Range (P)).
0

Note that

X (t,0) W (t,0) pPA LPB X(0,t) W(0,t) PA(t) R(t)
P(t):T(t'O)PT(O't):< 0 Y(t,0) >< 0 P8 >< 0 Y01 ):< PB(t)>’

where PA (t) = X (t,0) PAX(0,t),PB (t) = Y (t,0) PBY (0,t) and R (t) solves
R=A(t)R—RB(t)+ C(t)PB (t) — PA (t) C (1)

with R (0) = LPB. By variation of constants
R(t) =X (t,00R(0)Y(0,t) +JX (t,7) [C (t)PB (1) = PA (1) C (T)] Y (t,t) dT.
0

Then, from the definition of L, we have

+o00
LPE = — J (Ia — P (1)) X(0,7) C (1) Y (1,0) PPdT.
0

Hence

+o0
R(t) =— J X(t,7) (I —P* (1)) C (1) PP (1) Y (1, t) dt
t

t
—JX (t,t) P (1) C (1) [In,d —PpB (T)] Y (7T, t)dT.
0
We now prove that (2.1) has a nonuniform exponential dichotomy on J. First we prove that

[T(t,s)P(s)]| <K(s)e *t=%) fors < tin].
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We have . )
T(t,s)P(s) = ( X(t,s)OP (s) W(t,s)YP(th));?((st),s)R(s) >

Note that we can write

W(t,s)PB(s)= | X(t, 1) C(T)PB (7)Y (1,s)dr

t
X (t,71) (Ia—P* (1)) C (1) PE (1) Y (1,5) dT~|—JX (t,T) P2 (1) C (1) PB (1) Y (1,5) dT,

and

Hence

With s <t,€Jand C(t) € C? (], sup HHt), we have
te]

[[W (t,s) PP (s) + X (t,s) R(s)|| < [|W(t,8) PB (s) + X (t,s)R(s)]|,
t

<[ Ix 0P @I e L] PP (0¥ ()] de

1]

+o0
+ [ X0 (= PR )| IC PP (0¥ ()] do

t

+J |1X (£, 1) PA (D], IC (Ol | | (Tnma — PB (1) Y (z, 8)|| . d7
0
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efocz(tfs) _efoq(tfs) efocz(tfs) efocl(tfs)
< kika|/C + i
| Clle [ X — X o + B o + B2
1 1 1
< kika||C + + —a(t=s),
| Clle [|0€1—062| o+ P11 o+ PB2

Where, exponents 1, 2, 31, 32 > 0 and constants kq, ko > 1, @« = min{oy, oo}. If 3 = oxp, we have
t
Je“l(tT)eal(Ts)dT — (t— S) efocl(tfs) < C(Xefoc(tfs),
S

1 . . . . .
so that 7=~ in the last inequality is replaced by c«. Furthermore, note that t = s, we do not have the

first of the three terms in the inequality above so that we get

1 1
+ .
o+ P11 o+ P2

IR (B[] < kaka[[Cl|

Next, we prove that

IIT(t,s) [In—P(s)]] <K(s) e PG—Y) fort <sin J.

Here, T (t,s) [In — P (s)] = [In — P (t)] T (t, s), which equals

(Ia = PA (1) X(t,s) (Ia—PA (1)) W(t,s)—R(
0 (In—a—PB (1) Y(ts)

Now, when ] = R, we have

and

(Ia—PA (1)) W(t,s) =

O —
x
o
a
—
—
o
|
-
>
2
SN—
@
2
—<
a
N
o
A

So, after some rearrangements

(Ia—PA (1)) W(t,s) - RH) Y (t,s) = J X(t,1) (Ig—P* (1)) C (1) PP (1) Y (1,5) dt
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Then, t <s;t,s € Jand C (t) € C% (],sup ||||t>, we have

teJ

[(Ta=PA )W (t,s) = RO Y(t,s)]| < ||Ta—P* (1) W(t,s) —R() Y (t,5)|]
+oo
< J X (£, 1) (Ia — P (1) || /I (DIl [|P® (1) Y (T, 8)| , A7

S

+ X (1) (la =P (0) [ IC (D] | (Tn—a = PP (1)) Y (%, 8)| | d

+ | X (6,1 PA ()] NIC (Dllg]| (Tn—a = PE (1) Y (1,5)) ||, dT

Ot F—m—

C eBl(tfs) eBl(tfs) — eBZ(tfs) eB2(t75)
< kik
| Clle o + B1 * B2 — P * o + B2
1 1 1
< kika||C + + ePlt=s),
ihel|Cle [062-1-(51 B2 — Bl 061+f52]

where exponents 1, x2, 31, 32 > 0 and constants ki, ko > 1, § = min{f1; B2}. If B1 = B2, we have
t
Jeﬁl(tﬂeﬁl(rs)dT —(t—s)eP1(t79) < cpeBlts)
S

so that m in the last inequality is replaced by cg. Furthermore, note that if t = s, we do not have the
first of the three terms in the inequality above so that we get

1 1
R(t)] < kikz||C + .
IRi01 < telCll |+ oy

The proof is complete. [
Example 3.3. Consider the system

_ —1 et

X = ( 0 1 > X. (3.9)
Both linear equations x = —2x and y = —y have a nonuniform exponential dichotomy on IR with pro-

jection PA = PB = 1. We show, with C (t) chosen like (3.9), equation (3.9) has a nonuniform exponential
dichotomy on R.
The fact is that we define the transition of (3.9) as

_( X(t,s) WIt,s)
T“’”‘( 0 Y(t,s))’

when
t
X(t,s)=e 278 y(t,s)=e (175, W(t,s) = Jx (t,T) C (1) Y (1,s)dt = e 2t — e 3tFs,
S
In Theorem 2.3, we have

+o00
LPP = — J (Lo — PA (1)) X (0,) C (1) Y (1,0) PPdr = 0,
0



L. H. Tien, L. D. Nhien, T. V. Chien, J. Nonlinear Sci. Appl., 13 (2020), 85-96 95

then we define the projection of equation (3.9) as
pA  LPB
(7).

P(t) =T(t,0)PT(0,t) = < é e? >

and

Then, t > s € |, we consider

672(tfs) e

=2t _ o—3t+s 1 et e 2(t=s) g3t _ p—dtts
o= ) (GO )

We have
He—?)t - e—4t+sH < e—3t + e—4t+s < 26_356_3(t_s).

This means the equation (3.9) has a nonuniform exponential dichotomy on R;..

Example 3.4. We consider the equation

-1 eZt
x=| 0 1 Ct) X, (3.10)
0 0 sinln(t+1)+cosln(t+1)—

-1 eZt
A(t):< >, B(t) =sinln(t+1)+cosln(t+1) — «,

where

0 1

and C (t) is a matrix such that C (t) € C? (], su}J) HHt> .
te

X = ( _01 eit )x. (3.11)

The equation has the fundamental matrix solution as

X (t) = ( et (e )

Consider the equation

0 e

such that X (0) = I and have an inverse matrix as

X7 () = ( et (e ) .

(<

With projection PA = diag{1,0}, we consider

“(t—s) (o (t—s)+25 _ o—t— 25,2
X (£) PAX (S)HZ‘K e ) (el —emtme) /4 )HZWe(tS)’ Wt>seR,,

0 4
and
_(po—(s—t)+2t __ ,—t— 2s _ o—2s
X a-pxtef = (o 7T ) e ey,

This means equation (3.11) has a nonuniform exponential dichotomy on R with projection PA =
diag{1,0}.
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Next, we consider the equation
x=(sinln(t+1)+cosln(t+1)—a)x, telR,. (3.12)

When 1 < « < 1+ e~ Z, we have a fundamental solution matrix X (t) such that X (0) = 1 is

X(t) = e(t+1)sinln(+1)foct

7

hence . .
HX (t) X—l (S) H _ e(t—H) sinln(t+1)—oat—(s+t)sinln(s+1)+as

s+1) (1fsin]n(s+1))ef(cxfl) (t—s)

Se( , t)s,ER_F.

Then, equation (3.12) has a nonuniform exponential dichotomy on IR, . If not, with constant 3 > 0 and
Kg > 0, we have
X ()X (s)|| < Kpe P75, t>5,€R,.

With sy = e(Z*1/2)7™ _1 and t, := e™sx — 1. Then, sinln (s +1) = —1,sinln (t, +1) = 1, and

HX (tk) Xfl (Sk)H — e(tkle)Sillln(tk+1)f(xtkf(8k+tk)Sin]_l’l(Sk+1)+(XSk _ e(€ﬂ+l)5k7“(€ﬂfl)8k+0€+l.

Then, with 3 > 0,1 < x <1+ e~ ™, we have

e(e”+1)sk < Kﬁe(cx—ﬁ)(e"—l)sk < Kﬁe(l—o—e*“)(e"—l)sk _ Kﬁe(e”—e*”)sk‘

This means Kg > elte™sk 5 460,K — 400, contradict. Therefore, equation (3.12) has a nonuniform
exponential dichotomy on R .

According to Theorem 2.3, we have equation (3.10) which has a nonuniform exponential dichotomy
on R, with projection P = diag{1,0, 1}.
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