A Fourier transform and convolution of Diamond operator

Wanchak Satsanit
Department of Mathematics, Faculty of Science, Maejo University, Chiang Mai, 50290, Thailand.

Abstract
In this paper, we define a new operator and give a sense of distribution theory to find the Fourier transform of new operator. It was found that the Fourier transform of new operator related to the Fourier transform of ultrahyperbolic operator and Diamond operator. And we also study the convolution products $□_{k}\delta^{l}\ast □_{k}\delta^{l}$ and $♦_{k}\delta^{l}\ast ♦_{k}\delta^{l}$.
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1. Introduction
Let $x = (x_1, x_2, \ldots, x_n)$ be a point of $n$ dimensional Euclidean space $\mathbb{R}^n$, and $G = G(m, x)$ defined by

$$G = G(m, x) = \left( \sum_{i=1}^{p} x_i^2 \right)^m - \left( \sum_{j=p+1}^{p+q} x_j^2 \right)^m. \quad (1.1)$$

The hypersurface $G$ is due to Kananthai and Nonlaopon [7]. We observe that by putting $m = 1$ in (1.1) we obtain

$$G(1, x) = \left( \sum_{i=1}^{p} x_i^2 \right) - \left( \sum_{j=p+1}^{p+q} x_j^2 \right) = P(x). \quad (1.2)$$

The quadratic form defined by (1.2) is by Gelfand and Shilop [3].

The hypersurface $G = 0$ is a generalized of hypercone $P = 0$ with a singular point of the origin.

Let $\varphi(x)$ be the $C^\infty$ function with the compact support defined from $\mathbb{R}^n$ to $\mathbb{R}$. Nonlaopon and Aguirre [6] have studied $I_+^\lambda$ where $I_+^\lambda$ defined by

$$(I_+^\lambda, \varphi) = \int_{1 > 0} (I_+^\lambda \varphi(x)) dx = \int_{0}^{\infty} u^{\lambda + \frac{n}{2m} - 1} \phi(\lambda, u) dx, \quad I = I(x) = (ar)^2 - (bs)^2,$$
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They studied the properties of $K_k^\ast$ where the symbol

\[ k = \frac{1}{4m^2} \int_0^1 (1-t)^{\frac{n}{2m}-1} \varphi_1(u,ut)dt, \]

\[ \varphi_1(u,ut) = \int \varphi d\Omega_p d\Omega_q, \]

d\Omega_p and d\Omega_q are elements of surface area on the unit sphere in $\mathbb{R}^p$ and $\mathbb{R}^q$, respectively. Consequently, $(G_\alpha^k)$ has two sets of singularities, namely

\[ \lambda = -1, -2, \ldots, -k, \ldots, \quad \text{and} \quad \lambda = -\frac{n}{2m}, -\frac{n}{2m} - 1, \ldots, -\frac{n}{2m} - s, \ldots, \]

where $k = 1, 2, 3, \ldots$, and $s = 0, 1, 2, \ldots$.

In 1996, for the first time, Kananthai [5] has introduced the operator $\diamondsuit^k$ and named it as Diamond operator iterated $k$ times and is defined by

\[ \diamondsuit^k = \left( \sum_{i=1}^p \frac{\partial^2}{\partial x_i^2} \right)^2 - \left( \sum_{j=p+1}^{p+q} \frac{\partial^2}{\partial x_j^2} \right)^2 \]

\[ k \quad p + q = n. \]

$n$ is the dimension of the space $\mathbb{R}^n$ for $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ and $k$ is a nonnegative integer. The operator $\diamondsuit^k$ can be expressed as

\[ \diamondsuit^k = \triangle^k \Box^k = \Box^k \triangle^k, \]

where $\triangle^k$ is the Laplace operator defined by

\[ \triangle^k = \left( \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \cdots + \frac{\partial^2}{\partial x_n^2} \right)^k \]

and $\Box^k$ is the ultrahyperbolic operator iterated $k$ times defined by

\[ \Box^k = \left( \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \cdots + \frac{\partial^2}{\partial x_p^2} - \frac{\partial^2}{\partial x_{p+1}^2} - \cdots - \frac{\partial^2}{\partial x_{p+2}^2} \right)^k. \]

Kananthai [5] has shown that the convolution $(-1)^k R_{2k}^k(x) * R_{2k}^H(x)$ is an elementary solution of the operator $\diamondsuit^k$. That is

\[ \diamondsuit^k ((-1)^k R_{2k}^k(x) * R_{2k}^H(x)) = \delta(x), \]

where the symbol $*$ designate convolution of $R_{2k}^k$ and $R_{2k}^H$. The function $R_{2k}^k(x)$ is the Euclidean Riesz kernel and defined by (2.1) for $\alpha = 2k$ and $R_{2k}^H(x)$ is the ultrahyperbolic Riesz kernel defined by (2.4) for $\alpha = 2k$, $k$ is nonnegative integer and $\delta$ is the Dirac delta distribution.

Next, Aguirre and Kananthai [1] introduced the family $K_{\alpha, \beta}$ and is defined by

\[ K_{\alpha, \beta} = K_{\alpha, \beta}(x) = R_{\alpha}^k * R_{\beta}^H. \]

They studied the properties of $K_{\alpha, \beta}$ and the convolution product of $K_{\alpha, \beta} * K_{\alpha', \beta'}$.

Now, in this article we introduce $H = H_{p,q,k,s}(m, x)$ defined by

\[ H_{p,q,k,s}(m, x) = \frac{\Gamma \left( \frac{q}{2} + k + s \right)}{\Gamma \left( \frac{q}{2} + k + s \right)} \left( \sum_{i=1}^p x_i^2 \right)^m - \frac{\Gamma \left( \frac{q}{2} + k \right)}{\Gamma \left( \frac{q}{2} + k + s \right)} \left( \sum_{j=p+1}^{p+q} x_j^2 \right)^m, \]
where $s$ is nonnegative integer and $p + q = n$ is the dimension of the space. We observe if we put $s = 0, m = 1$ in (1.7) we obtain

$$H_{p,q,k,0}(1, x) = \left(\sum_{i=1}^{p} x_i^2\right) - \left(\sum_{j=p+1}^{p+q} x_j^2\right) = G(1, x) = P(x).$$

This quadratic form is due to Gelfand and Shilov [4].

Firstly, we give a sense to Fourier transform of $(H(p, q, s, x))^\alpha$. On the suitable condition of $s$ and $m$ we obtain the Fourier transform of $(H(p, q, s, x))^\alpha$ related to the Fourier of ultrahyperbolic operator due to Trione [3], and the Fourier transform of Diamond operator due to Kananthai [6].

Finally we introduce the new operator $\mathcal{E}_{k,s}$ defined by

$$\left(\sum_{i=1}^{p} x_i^2\right)^{1-s} \left(\sum_{i=1}^{p} \frac{\partial^2}{\partial x_i^2}\right)^k \left(\sum_{j=p+1}^{p+q} x_j^2\right)^{1-s} \left(\sum_{i=p+1}^{p+q} \frac{\partial^2}{\partial x_i^2}\right)^k,$$

if $s \geq 0, (x_1, x_2, \ldots, x_p) \neq (0, 0, \ldots, 0)$ and $(x_{p+1}, x_2, \ldots, x_{p+q}) \neq (0, 0, \ldots, 0)$. Then the following formula is valid

$$\left\{(H_{p,q,k,s}(m, x))^{1}\right\}^\Lambda = (-1)^{(k+s-1)} s\left(\frac{2^s \Gamma(k+s)}{4 \Gamma(k+1)}\right)^{1} E_{k,s}^{1}(\delta), \quad (1.8)$$

where $(H_{p,q,r,s}(m, x))$ is defined by (1.7) and the symbol $\Lambda$ means the Fourier transform. We also consider convolution product

$$E_{k,s}^r \ast E_{k,s}^l = E_{k,s}^{r+l} \delta.$$ 

If we put $k = 1$ and $s = 1$ in (1.8) we obtain the convolution product

$$\square^r \delta \ast \square^l \delta = \square^{r+l} \delta,$$

and if we put $k = 2$ and $s = 1$ in (1.8) we obtain the convolution product

$$\diamond^r \delta \ast \diamond^l \delta = \diamond^{r+l} \delta,$$

where the operator $\diamond$ is defined by (1.3). Before going that point the followings definitions and some important concepts are needed.

2. Preliminaries

**Definition 2.1.** Let $x = (x_1, x_2, \ldots, x_n)$ be a point of $\mathbb{R}^n$ and $|x| = x_1^2 + x_2^2 + \cdots + x_n^2$. The function $R_{\alpha}^{e}(x)$ denotes the elliptic kernel of Marcel Riesz and is defined by

$$R_{\alpha}^{e}(x) = \frac{|x|^{\alpha - n}}{D_n(\alpha)}, \quad (2.1)$$

where

$$D_n(\alpha) = \frac{\pi^{\frac{n}{2}} 2^\alpha \Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n - \alpha}{2}\right)},$$

where $\alpha$ is a complex parameter and $n$ is the dimension of $\mathbb{R}^n$.

The function $R_{\alpha}^{e}(x)$ is precisely the definition of elliptic kernel of Marcel Riesz [4] and the following is valid

$$R_{\alpha}^{e}(x) \ast R_{\beta}^{e}(x) = R_{\alpha + \beta}^{e}(x).$$
for $\alpha + \beta \neq n + 2l, l = 0, 1, 2, \ldots$. Putting $q = 0$ in (2.1) we have
\[
p R^p_{\alpha}(x) = \frac{|x|^{\alpha-p}}{D_p(\alpha)},
\]
where
\[
|x|^p = x_1^2 + x_2^2 + \cdots + x^2_p
\]
and
\[
D_p(\alpha) = \frac{\pi^{\frac{p}{2}} 2^{\alpha} \Gamma\left(\frac{\alpha}{2}\right)}{\Gamma\left(\frac{p-\alpha}{2}\right)}.
\]
Similarly, if we put $p = 0$ we have
\[
q R^p_{\alpha}(x) = \frac{|x|^{\alpha-p}}{D_q(\alpha)},
\]
where
\[
|x|^q = x_1^2 + x_2^2 + \cdots + x^2_q
\]
and
\[
D_q(\alpha) = \frac{\pi^{\frac{q}{2}} 2^{\alpha} \Gamma\left(\frac{\alpha}{2}\right)}{\Gamma\left(\frac{q-\alpha}{2}\right)}.
\]

**Definition 2.2.** Let $x = (x_1, x_2, \ldots, x_n)$ be a point of the $n$-dimensional Euclidean space $\mathbb{R}^n$. Denote by
\[
u = x_1^2 + x_2^2 + \cdots + x^2_p - x_1^2_{p+1} - x_1^2_{p+2} - \cdots - x_1^2_{p+q}
\]
the nondegenerated quadratic form and $p + q = n$ is the dimension of the space $\mathbb{R}^n$. Let $\Gamma_+ = \{ x \in \mathbb{R}^n : x_1 > 0 \text{ and } u > 0 \}$ and $\bar{\Gamma}_+$ denotes its closure. For any complex number $\beta$, define the function
\[
R^H_{\alpha}(v) = \begin{cases} 
\frac{v^{\frac{\alpha-1}{\beta}}}{C_{\alpha}(\alpha)}, & \text{for } x \in \Gamma_+, \\
0, & \text{for } x \notin \Gamma_+,
\end{cases}
\]
where the constant $C_{\alpha}(\beta)$ is given by the formula
\[
C_{\alpha}(\alpha) = \frac{\pi^{\frac{1}{2}} \Gamma\left(\frac{2+\alpha-n}{2}\right) \Gamma\left(\frac{1-\alpha}{2}\right)}{\Gamma\left(\frac{2-\alpha-p}{2}\right) \Gamma\left(\frac{p-\alpha}{2}\right)}.
\]
The function $R^H_{\alpha}(v)$ is called the ultrahyperbolic kernel of Marcel Riesz and was introduced by Nozaki [9].

It is well known that $R^H_{\alpha}(v)$ is an ordinary function if $\text{Re}(\alpha) \geq n$ and is a distribution of $\alpha$ if $\text{Re}(\alpha) < n$. Let $\text{supp} R^H_{\alpha}(v)$ denote the support of $R^H_{\alpha}(v)$. Suppose
\[
\text{supp} R^H_{\alpha}(v) \subset \bar{\Gamma}_+,
\]
that is $\text{supp} R^H_{\alpha}(v)$ is compact. By putting $p = 1$ in (2.4), (2.5), and remembering the Legendre’s duplication formula of $\Gamma(z)$
\[
\Gamma(2z) = 2^{2z-1} \pi^{-\frac{1}{2}} \Gamma(z) \Gamma\left(z + \frac{1}{2}\right),
\]
then (2.1) reduces to
\[
M^H_{\alpha}(v) = \begin{cases} 
\frac{v^{\frac{\alpha-1}{\beta}}}{C_{\alpha}(\alpha)}, & \text{for } x \in \Gamma_+, \\
0, & \text{for } x \notin \Gamma_+.
\end{cases}
\]
Here \( v(x) = x_1^2 - x_2^2 - \cdots - x_n^2 \) and
\[
\mathbb{E}_n(\alpha) = 2^{\alpha - 1} \pi^{\frac{n-2}{2}} \Gamma\left(\frac{\alpha}{2}\right) \Gamma\left(\frac{\alpha - n - 2}{2}\right).
\] (2.6)
Putting \( p = 0 \) in (2.4) and (2.5) we have
\[
q R^H_\alpha(v) = \frac{|u|^{\frac{\alpha - n}{2}}}{C_q(\alpha)},
\]
where
\[
|u|^{\frac{\alpha - n}{2}} = (- (x_{p+1}^2 + x_{p+2}^2 + \cdots + x_p^2))^{\frac{\alpha - n}{2}}
\] (2.7)
and
\[
C_q(\alpha) = \frac{\pi^{\frac{n+1}{2}} \Gamma\left(\frac{2+\alpha-q}{2}\right) \Gamma\left(\frac{1-\alpha}{2}\right) \Gamma(\alpha)}{\Gamma\left(\frac{2+\alpha}{2}\right) \Gamma(-\frac{\alpha}{2})}.
\]

**Lemma 2.3.** The function \( R^e_\alpha(x) \) defined by (2.1) has the following properties
\[
R^e_\alpha(x) = \delta(x), \quad R^e_{-2k}(x) = (-1)^k \triangle^k \delta(x), \quad \triangle^k R^e_{\alpha-2k}(x) = (-1)^k R^e_{\alpha-2k}(x),
\]
where \( \triangle^k \) is the Laplace operator iterated \( k \) times defined by (1.5).

**Proof.** The proof of this lemma is given by Trione [4].

On the other hand, the Fourier transform of \( R^e_\alpha(x) \) and \( \triangle^k \delta \) are given by the following formula
\[
(R^e_\alpha(x))^{\Lambda} = |y|^{-\alpha},
\]
\[
(\triangle^k \delta)^{\Lambda} = (-1)^k |y|^{2k},
\] (2.8)
where
\[
|y|^2_n = y_1^2 + y_2^2 + \cdots + y_n^2.
\] (2.9)

**Lemma 2.4.** The function \( R^H_\alpha(x) \) defined by (2.4) has the following properties
\[
R^H_\alpha(x) = \delta(x), \quad R^H_{-2k}(x) = \square^k \delta(x),
\] (2.10)
\[
\square^k R^H_\alpha(x) = R^H_{\alpha-2k}(x), \quad \square^k R^H_{2k}(x) = \delta(x),
\]
where \( \square^k \) is the ultrahyperbolic operator iterated \( k \) times defined by (1.3).

**Proof.** The proof of this lemma is given by Aguirre [10].

**Lemma 2.5.** The convolution of \( R^H_\alpha(x) \)
\[
R^H_\alpha * R^H_\beta = \frac{\cos\left(\frac{\alpha \pi}{2}\right) \cos\left(\frac{\beta \pi}{2}\right)}{\cos\left(\frac{\alpha + \beta}{2}\right)} R^H_{\alpha + \beta}
\]
if \( p \) is even and
\[
R^H_\alpha * R^H_\beta = R^H_{\alpha + \beta} + T_{\alpha + \beta}
\]
if \( p \) is odd, where \( R^H_\alpha \) is defined by (2.6) and (2.7),
\[
T_{\alpha, \beta} = T_{\alpha, \beta} (u \pm i0, n) = \frac{2\pi i C \left(-\frac{\alpha - \beta}{2}\right)}{C (-\frac{\alpha}{2}) C (-\frac{\beta}{2})} \left[H^+_{\alpha + \beta} - H^-_{\alpha + \beta}\right]
\]
and

\[ C(r) = \Gamma(r)\Gamma(1-r), \]
\[ H^\pm_r = H_r(u \pm i0) = e^{\mp i\pi a} a\left(\frac{r}{2}\right)(u \pm i0)^{-\frac{n}{2}}, \]
\[ a\left(\frac{r}{2}\right) = \Gamma\left(\frac{1}{2} - \frac{r}{2}\right) \left[2\pi^{n/2} \Gamma\left(\frac{r}{2}\right)\right]^{-1}, \]
\[ (u \pm i0)^{\lambda} = \lim_{\epsilon \to 0} (u + i\epsilon|x|^2)^{\lambda}. \]

In particular \( R^H_{\alpha} * R^H_{-2k} = R^{H-2k} \) and \( R^H_{\alpha} * R^H_{2k} = R^{H+2k} \).

**Proof.** The proof of this lemma is given by Aguirre [2].

**Lemma 2.6.** The function \( K_{\alpha,\beta} \) defined by (1.6) has the following properties

\[ K_{0,0} = \delta(x), \]
\[ K_{-2k,-2k} = (-1)^k \diamond^k \{\delta\}, \]
\[ \diamond^k \{K_{\alpha,\beta}\} = (-1)^k K_{\alpha-2k,\beta-2k}. \]

**Proof.** The proof of this lemma is given by Aguirre and Kananthai [1].

**Definition 2.7.** Let \( K_{\alpha,\beta}(x) \) be a distributional family defined by

\[ K_{\alpha,\beta}(x) = R^c_{\alpha}(x) * R^H_{\beta}(x) \quad \text{and} \quad K_{\alpha,\beta}(x) = \mathcal{F}\{\mathcal{F}^{-1}\{R^c_{\alpha}(x)\};\mathcal{F}^{-1}\{R^H_{\beta}(x)\}\}, \]

where the functions \( R^c_{\alpha}(x) \) and \( R^H_{\beta}(x) \) are defined by (2.1) and (2.4), respectively. \( \mathcal{F} \) is the Fourier transform and \( \mathcal{F}^{-1} \) is the inverse Fourier transform. The distribution family \( K_{\alpha,\beta}(x) \) exists and is in the space \( \mathcal{O}'_c \) of rapidly decreasing distributions and was introduced by Aguirre and Kananthai in [1].

**Lemma 2.8.** Let \((x_1, x_2, \ldots, x_n)\) be a point of the \( n \) dimensional Euclidean space \( \mathbb{R}^n \). Consider a non-degenerate quadratic form in \( n \) variables of the form

\[ P = P(x) = x_1^2 + x_2^2 + \cdots + x_p^2 - x_{p+1}^2 - \cdots - x_{p+q}^2, \]

and \( \Box^k \) is the ultrahyperbolic operator and defined by (1.5). The following formula is valid

\[ P^{-m} \Box^k \delta(x) = \Box^{k+m} \delta, \]

where \( m \) is a nonnegative integer and \( \delta(x) \) is the Dirac delta distribution.

**Proof.** The proof of this lemma is given by Aguirre and Trione [2].

**Lemma 2.9.** Let \( \alpha \) be a complex number and \( s, k, m, \) and \( i \) being nonnegative integers and \( M^p,q,k,s_{-2m(\alpha-i),-2mi} \) is defined by

\[ M^p,q,k,s_{-2m(\alpha-i),-2mi} = (a_{p,k,s})^{\alpha-i} \left(p^R_{-2m(\alpha-i)}\right)^i (q_{R^H_{-2mi}}), \]

then we obtain

\[ \left(M^p,q,k,s_{-2m(\alpha-i),-2mi}\right)^{\Lambda} = (a_{p,k,s})^{\alpha-i} (a_{q,k,s})^i (y_p|2m(\alpha-i)|y_q|2mi)^{\Lambda}, \]

**Proof.** From (1.4) we have

\[ K_{\alpha,\beta} = R_{\alpha,\beta}(x) = R^c_{\alpha} * R^H_{\beta} \]

and considering that the Fourier transform of \( R_{\alpha,\beta}(x) = R^c_{\alpha} * R^H_{\beta} \) [7] we have

\[ (K_{\alpha,\beta})^{\Lambda} = (R^c_{\alpha})^{\Lambda} (R^H_{\beta})^{\Lambda}, \]
\[ \left(M^p,q,k,s_{-2m(\alpha-i),-2mi}\right)^{\Lambda} = (a_{p,k,s})^{\alpha-i} \left(p^R_{-2m(\alpha-i)}\right)^{\Lambda} (a_{q,k,s})^i (q_{R^H_{-2mi}})^{\Lambda}, \]

(2.12)
where the symbol $\Lambda$ means the Fourier transform. Now using (2.8) we have

\[
\left( p^{\frac{1}{2}} R_{2m(\alpha - i)} \right)^{\wedge} = |y|^{2m(\alpha - i)}
\]  
(2.13)

and using (2.10) we obtain

\[
\left( q^{\frac{1}{2}} R_{-2mi}(q) \right)^{\wedge} = \left( \frac{2^{2} - \frac{\partial^{2}}{\partial x_{p+1}^{2}} + \frac{\partial^{2}}{\partial x_{p+2}^{2}} + \cdots + \frac{\partial^{2}}{\partial x_{p+q}^{2}}} {m^{i}} \right)^{\wedge}
\]  
(2.14)

Taking account (2.12) and (2.13) into (2.14) we obtain

\[
\left( M_{p, q}^{2m(\alpha - i) - 2mi} \right)^{\wedge} = (a_{p, k, s})^{\alpha - i} (a_{q, k, s})^{i} \ |y|^{2m(\alpha - i)} |y|^{2mi}.
\]

That completes the proof. \quad \Box

3. Main results

**Theorem 3.1.** Let $E_{s, k, m}^{\alpha}$ be the distribution family and defined by

\[
E_{s, k, m}^{\alpha} = \sum_{i=0}^{\infty} \binom{\alpha}{i} M_{p, q, k, s}^{2m(\alpha - i) - 2mi}
\]  
(3.1)

where

\[
\binom{\alpha}{i} = \frac{\Gamma(\alpha + i)}{\Gamma(\alpha + i + 1)}
\]  
(3.2)

then the following is valid

\[
\left( E_{s, k, m}^{\alpha} \right)^{\wedge} = (N_{p, q, k, s}(m, y))^{\alpha},
\]

where $N_{p, q, k, s}(m, y) > 0$ and defined by (1.7) and

\[
f^{\wedge} = \int_{\mathbb{R}^{n}} f(x)e^{-i(x, y)} dx.
\]  
(3.3)

If $f$ is a distribution with compact support by [9], equation (3.3) can be written as

\[
f^{\wedge} = \left< f(x), e^{-i(x, y)} \right>.
\]

**Proof.** We evaluate the Fourier transform of $E_{s, k, m}^{\alpha}$ and have to show that

\[
\left( \sum_{i=0}^{\infty} \binom{\alpha}{i} K_{p, q, k, s}^{2m(\alpha - i) - 2mi} \right)^{\wedge} = \sum_{i=0}^{\infty} \binom{\alpha}{i} \left( K_{p, q, k, s}^{2m(\alpha - i) - 2mi} \right)^{\wedge}.
\]

Let $g_{i}$ be the sequence

\[
g_{i} = \sum_{i=0}^{\infty} \binom{\alpha}{i} K_{p, q, k, s}^{2m(\alpha - i) - 2mi} \quad g = E_{s, k, m}^{\alpha}.
\]

Since $K_{\alpha, \beta}$ is in the space $O_{c}^{\prime}$, then $K_{p, q, k, s}^{2m(\alpha - i) - 2mi}$ is in the space $O_{c}^{\prime}$, we conclude that the term of the sequence $g_{i}$ is bounded in $\mathbb{R}^{n}$. Therefore the sequence converges in $O_{c}^{\prime}$ to $g$ and by continuity of the Fourier transform we conclude that (3.3) is valid for all $\alpha$. 


By the above reason the following formula is valid
\[
(E_{s,k,m}^{\alpha})^\wedge = \left( \sum_{i=0}^{\infty} \left( \frac{\alpha}{i} \right) M_{-2m(\alpha-i)-2mi}^{p,q,k,s} \right)^\wedge = \sum_{i=0}^{\infty} \left( \frac{\alpha}{i} \right) \left( M_{-2m(\alpha-i)-2mi}^{p,q,k,s} \right)^\wedge.
\]
By Lemma 2.5, we obtain
\[
(E_{s,k,m}^{\alpha})^\wedge = \sum_{i=0}^{\infty} \left( \frac{\alpha}{i} \right) \left( a_{p,k,s} \right)^{\alpha-i} \left( |y_p^{2m}|^{\alpha-i} \right) \left( a_{q,k,s} \right)^{l} \left( (|y_q^{2m}|)^i \right)
\]
\[
= \left( a_{p,k,s} |y_p^{2m}| - a_{q,k,s} |y_q^{2m}| \right)^\alpha = (N_{p,q,k,s}(m,y))^\alpha,
\]
where \(|y_n^{2m}|\) is defined by (2.9). Thus
\[
(N_{p,q,k,s}(m,y))^\alpha = \sum_{i=0}^{\infty} \left( \frac{\alpha}{i} \right) \left( \left( a_{p,k,s} |y_p^{2m}|^{\alpha-i} \right) \left( (a_{q,k,s} |y_q^{2m}|)^i \right) \right).
\]
That completes the proof.

**Theorem 3.2.** Let \( L_{k,s} \) be the operator defined by the following form
\[
L_{k,s} = \left( \sum_{i=1}^{p} \frac{\partial^2}{\partial x_i^2} \right)^{1-s} \left( \sum_{i=1}^{p} y_i^{2m} \right)^{\alpha-i} \left( \sum_{j=p+1}^{p+q} \frac{\partial^2}{\partial x_j^2} \right)^{1-s} \left( \sum_{j=p+1}^{p+q} x_j^2 \right)^{\alpha-i} \left( \sum_{j=p+1}^{p+q} x_j^2 \right)^{\alpha-i}.
\]
if \( s \geq 0 \), \( (x_1, x_2, \ldots, x_p) \not\equiv (0, 0, \ldots, 0) \) and \( (x_{p+1}, x_2, \ldots, x_{p+q}) \not\equiv (0, 0, \ldots, 0) \). Then the following formula is valid
\[
\left\{ (H_{p,q,k,s}(m,x))^{\alpha} \right\}^\wedge = (-1)^{(k+s-1)} \left( \frac{2^{2s} \Gamma(k+s)}{4 \Gamma(k+1)} \right) \left( a_{p,k,s} \right)^{l} \left( a_{q,k,s} \right)^{l} \left( \left( x^{2m} \right)^{\alpha-i} \left( \left( y^{2m} \right)^i \right) \right).
\]
where \((H_{p,q,r,s}(m,x))\) is defined by (1.7).

**Proof.** By Theorem 3.1 we obtain the Fourier transform of \((N_{p,q,k,s}(y,m))^{\alpha}\) by mean of the following formula
\[
\left( (N_{p,q,k,s}(y,m))^{\alpha} \right)^\wedge = \sum_{i=0}^{\infty} \left( \frac{\alpha}{i} \right) M_{-2m(\alpha-i)-2mi}^{p,q,k,s}.
\] (3.4)
Letting \( \alpha = 1 \) in (3.1) and using (3.2) we have
\[
\left( \frac{\alpha}{i} \right) = \begin{cases} \left( \frac{1}{i} \right), & \text{if } \alpha = 1, \\ 0, & \text{if } i > 1. \end{cases}
\]
By (3.4), we have
\[
\left( \left( (N_{p,q,k,s}(y,m))^{\alpha} \right)^\wedge \right)^\wedge = \sum_{i=0}^{\infty} \left( \frac{\alpha}{i} \right) N_{-2m(\alpha-i)-2mi}^{p,q,k,s}.
\]
\[
= \sum_{i=1}^{\infty} \left( \frac{\alpha}{i} \right) a_{p,k,s}^{1-i} R_{-2m(\alpha-i)}^{l} \left( a_{q,k,s} \right)^{l} R_{-2mi}^{l}
\]
\[
= \sum_{i=1}^{\infty} \left( \frac{\alpha}{i} \right) \left( -1 \right)^{m(\alpha-i)} \left( a_{p,k,s} \right)^{1-i} \left( \left( \Delta^m \right)^{\alpha-i} \left( a_{q,k,s} \right)^{l} \left( \left( \Delta^m \right)^{\alpha} \right)^{i} \right)
\]
\[
= \sum_{i=1}^{\infty} \left( \frac{\alpha}{i} \right) \left( -1 \right)^{m(\alpha-i)} \left( a_{p,k,s} \left( \Delta^m \right)^{\alpha-i} \left( a_{q,k,s} \right)^{l} \left( \left( \Delta^m \right)^{\alpha} \right)^{i} \right).
\]
By using the properties [5]
\[
\square^k \left( \Delta^l \right)^{\alpha} = \square^{k+1} \left( \Delta^{k+1} \right)^{\alpha}.
\]
From (3.5) we obtain the formula
\[
(N_{p,q,k,s}(m, y))^\wedge = (-1)^{m_l} \left( a_{p,k,s} \triangle_p^m - a_{q,k,s} \triangle_q^m \right)^\wedge \delta. \tag{3.6}
\]

By Lemma 2.8, we have
\[
P^{-s} \square^l \delta(x) = C(s, m, l) \square^{l+s} \delta(x)
\]
if \( s < \frac{n}{2} \) and
\[
C(s, m, l) = \frac{\Gamma(l+1) \Gamma\left( \frac{n}{2} + l \right)}{2^{2s} \Gamma(1+s) \Gamma\left( s + \frac{n}{2} + 1 \right)}.
\]

From (3.1) and using (3.1) we have
\[
P^{1-s} \square^l \delta(x) = C_1(s, m, l) \square^{l+s-1} \delta(x)
\]
if \( s < \frac{n}{2} \) and
\[
C_1(s, m, l) = 4 \frac{\Gamma(l+1) \Gamma\left( \frac{n}{2} + l \right)}{2^{2s} \Gamma(1+s) \Gamma\left( s - 1 + \frac{n}{2} + 1 \right)}. \tag{3.7}
\]

Thus
\[
(|x_p^2|^{1-s} \triangle_p^k \delta(x)) = C_1(s, p, k) \triangle_p^{k+s} \delta(x) \tag{3.8}
\]
and
\[
(|x_q^2|^{1-s} \triangle_q^k \delta(x)) = C_1(s, q, k) \triangle_q^{k+s} \delta(x)
\]
if \( s < \frac{p}{2}, s < \frac{q}{2} \). From (3.7) and (3.8) we have
\[
L_{k,s} \delta = \left( (|x_p^2|^{1-s} \triangle_p^k - (|x_q^2|^{1-s} \triangle_q^k) \right) \delta
\]
\[
= (C_1(s, p, k) \triangle_p^{k+s-1} - C_1(s, q, k) \triangle_q^{k+s-1}) \delta
\]
\[
= 4 \frac{\Gamma(k+1)}{2^{2s} \Gamma(k+s)} (a_{p,k,s} \triangle_p^{k+s-1} - a_{q,k,s} \triangle_q^{k+s-1}) \delta
\]
if \( s < \frac{p}{2} \) and \( s < \frac{q}{2} \) where \( |x_p^2| \) and \( |x_q^2| \) are defined by (2.2) and (2.3), respectively. Therefore we arrive at the following formula
\[
\left( (N_{p,q,k,s}(y, m)) \right)^\wedge = (-1)^{s_l} \sum_{l=1}^{\infty} \binom{l}{l} \left( \triangle_p^m \right)^{l-i} \left( \triangle_q^m \right)^{i} \delta
\]
\[
= (-1)^{s_l} \left( a_{p,s} \triangle_p^s - a_{q,s} \triangle_q^s \right)^\wedge
\]
\[
= (-1)^{(k+s-1)l} \left( a_{p,k,s} \triangle_p^{k+s-1} - a_{q,k,s} \triangle_q^{k+s-1} \right)^\wedge \delta
\]
\[
= (-1)^{(k+s-1)l} 4 \frac{\Gamma(k+s)}{\Gamma(k+1)} \left( L_{k,s}^l (\delta) \right).
\]

We obtain the Fourier transform of \( (L_{k,s}^l) \)
\[
(L_{k,s}^l (\delta))^\wedge = \left( \frac{(-1)^{(k+s-1)l} 4 \Gamma(k+1)}{2^{2s} \Gamma(k+s)} \right) \left( N_{p,q,k,s}(m, y) \right)^\wedge.
\]

Using (1.1)
\[
\left[ \left( \sum_{i=1}^{p} x_i^2 \right)^{1-s} \left( \sum_{i=1}^{p} \frac{\partial^2}{\partial x_i^2} \right)^m - \left( \sum_{j=p+1}^{p+q} x_j^2 \right)^{1-s} \left( \sum_{j=p+1}^{p+q} \frac{\partial^2}{\partial x_j^2} \right)^l \delta \right]^\wedge
\]
Moreover letting $s = 1$ and $k = m$ in the above equation we obtain the formula

$$
\left[ \left( \sum_{i=1}^{p} \frac{\partial^2}{\partial x_i^2} \right)^m - \left( \sum_{j=p+1}^{p+q} \frac{\partial^2}{\partial x_j^2} \right)^m \right]^\lambda = (-1)^m \left[ \left( \sum_{i=1}^{p} x_i^2 \right)^m - \left( \sum_{j=p+1}^{p+q} x_j^2 \right)^m \right]^\lambda. \tag{3.9}
$$

Moreover letting $m = 1$ in (3.9) and using (1.5) we obtain the following formula

$$
(\Box^1 \delta)^\lambda = ( (-1)^1 P(y) )^\lambda. \tag{3.10}
$$

The formula (3.10) appears in [6].

Now using the formula (3.6) we give a sense to convolution of $E_{s,k,m}^\alpha * E_{s,k,m}^\beta$ for $\alpha$ and $\beta$ being complex numbers. In fact the distribution $K_{s,k,m}^{p,q}$ defined by (2.5) is in the space $O'_c$ then $E_{s,k,m}^\alpha \in O'_c$ and by [8] we have

$$
\left( E_{s,k,m}^\alpha * E_{s,k,m}^\beta \right)^\lambda = \left( E_{s,k,m}^\alpha \right)^\lambda \cdot \left( E_{s,k,m}^\beta \right)^\lambda = (N_{p,q,k,s}(m,y))^\alpha \cdot (N_{p,q,k,s}(m,y))^\beta = (N_{p,q,k,s}(m,y))^{\alpha + \beta} = \left( E_{s,k,m}^{\alpha + \beta} \right)^\lambda.
$$

Thus

$$
E_{s,k,m}^\alpha * E_{s,k,m}^\beta = E_{s,k,m}^{\alpha + \beta}. \tag{3.11}
$$

In particular putting $\alpha = r$ and $\beta = l$ in (3.11) we obtain

$$
L_{k_s}^{r+l} = (C_1(s,k))^{k+l} \left( (N_{p,q,k,s}(m,y))^{r+l} \right)^\lambda
$$

$$
= (C_1(s,k))^r \left( (N_{p,q,k,s}(m,y))^r \right)^\lambda \cdot (C_1(s,k))^l \left( (N_{p,q,k,s}(m,y))^l \right)^\lambda = L_k^r \delta * L_k^l \delta,
$$

where $C_1(s,k) = \frac{(-1)^{k+s+4}\Gamma(k+1)}{2^s \Gamma(k+s)}$. Therefore we obtain the following formula

$$
\left[ \left( \sum_{i=1}^{p} x_i^2 \right)^{1-s} - \left( \sum_{j=p+1}^{p+q} x_j^2 \right)^{1-s} \right]^\lambda \delta
$$

$$
= \left[ \left( \sum_{i=1}^{p} x_i^2 \right)^{1-s} - \left( \sum_{j=p+1}^{p+q} x_j^2 \right)^{1-s} \right]^r \delta
$$

$$
\left[ \left( \sum_{i=1}^{p} \frac{\partial^2}{\partial x_i^2} \right)^{2} - \left( \sum_{j=p+1}^{p+q} \frac{\partial^2}{\partial x_j^2} \right)^{2} \right]^r \delta
$$

Putting $s = 1, k = 2$ in (3.12) we obtain

$$
\left[ \left( \sum_{i=1}^{p} \frac{\partial^2}{\partial x_i^2} \right)^2 - \left( \sum_{j=p+1}^{p+q} \frac{\partial^2}{\partial x_j^2} \right)^2 \right]^r \delta
$$

$$
= \left[ \left( \sum_{i=1}^{p} \frac{\partial^2}{\partial x_i^2} \right)^2 - \left( \sum_{j=p+1}^{p+q} \frac{\partial^2}{\partial x_j^2} \right)^2 \right]^r \delta
$$
Thus

\[ \cdot^{k+1} \delta \cdot = \cdot^k \delta \cdot \cdot^1 \delta. \]

That completes the proof. \[ \square \]
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