On the attractivity of an integrodifferential system with state-dependent delay
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Abstract

This work is focused on the existence and attractivity of mild solutions for an integrodifferential system with state-dependent delay. The results presented here were established by means of a fixed point theorem due to [T. A. Burton, C. Kirk, Math. Nachr., 189 (1998), 23–31]. At the end, the obtained results are illustrated by an example.
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1. Introduction

Many phenomena in real life as thermodynamics, electrokinetics, biology, and chemistry can not be described by the classical differential equations. For these phenomena, the integrodifferential equations are more appropriate.

These last years, integrodifferential problems have been of great interest to several researchers. Thus, several works have been done by many researchers on integrodifferential equations (see for example, [1, 7–10], and references therein).

On the other hand, finite delays and their effects, play a very important role in differential equations. In many fields they are needed in the description of complex physical, biological or chemical phenomena (one can see [14, 19] for details). Moreover, to describe (integro)differential delayed systems, Hale et al. introduced the deterministic functional delayed differential systems, which are many theoretical and practical interests (see [13]).

However, in many areas of science, there is a growing interest in studying infinitely delayed integrodifferential equations. The study of such equations strongly depends on the choice of a phase space.
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Indeed, several phase spaces exist in the literature and each of these spaces has its specificities (see [16]). But the most used is the one developed by Hale and Kato (see [12]).

The study of existence, uniqueness, stability, controllability, and attractiveness is one of the most interesting topics of the qualitative theory of (integro)differential equations.

Attractiveness is a very important notion of the theory of dynamical systems, introduced for the first time by the Russian mathematician and engineer, Lyapunov in his thesis (see [18]). But since its introduction in 1892, this field has been greatly developed. Recently, many results on existence and attractiveness of mild solutions for several types of differential problems in infinite dimensional spaces, using various approaches were obtained (for more details, see [2–4]).

However, the literature about local attractivity results for neutral integrodifferential system with state-dependent delay is not large.

Motivated by the aforementioned problems, in this work, using a fixed method, we consider the existence of mild solution and attractivity for the following delayed, neutral integrodifferential system in a Banach space

\[
\begin{align*}
\frac{dx(t)}{dt} &= A[x(t) - k(t, x_{\rho}(t,x_1))] + \int_{0}^{t} \gamma(t-s) [x(s) - k(s, x_{\rho}(s,x_1))] \, ds + h(t, x_{\rho}(t,x_1)), \quad t \in J := [0, \infty), \\
x(t) &= \phi(t), \quad t \in (-\infty, 0],
\end{align*}
\]

where \(A : D(A) \subset X \to X\) generates a \(C_0\)--semigroup \(\{T(t), t \geq 0\}\) on a Banach space \((X, \| \cdot \|)\), \((\gamma(t))_{t \geq 0}\) is a family of closed operators on \(X\), having a domain \(D(\gamma) \supset D(A)\) which is independent of \(t\), \(x_t \in \mathcal{B}\) is a function defined from \((-\infty, 0]\) into \(X\) by \(x_t(\theta) = x(t + \theta)\) for \(\theta \in (-\infty, 0]\), where \(\mathcal{B}\) denotes the abstract phase space, described axiomatically, \(h\) and \(k\) are given functions from \(J \times \mathcal{B}\) into \(X\), \(\rho : J \times \mathcal{B} \to \mathbb{R}\) is an appropriate function, \(\phi \in \mathcal{B}\).

The paper has four sections. In Section 2, we give some basic definitions, lemmas and the general theory of integrodifferential equations. Section 3 deals with the existence of the mild solution under certain conditions. In Section 4, we discuss about the attractivity of the solution obtained in the previous section. In Section 5, we give an example to illustrate the obtained results.

2. Preliminaries and the general theory of partial integrodifferential equations in Banach spaces

Throughout this paper, \(X\) is a Banach space with norm \(\| \cdot \|\). \(A\) and \(\gamma\) are closed linear operators defined on \(X\). Let us denote by \(BC(J, X)\) the space of all the maps \(x\) which are continuous and bounded from \(J\) into \(X\). When we endow \(BC(J, X)\) with the supremum norm \(\|x\|_{BC} = \sup_{t \in J} \|x(t)\|\), then \(BC(J, X)\) is a Banach space. This norm will also be denoted by \(\| \cdot \|\) if there is no possible confusion.

Let \(\chi\) be the space:

\[
\chi = \{x : \mathbb{R} \to X\text{ such that }x|_J \in BC(J, X)\text{ and }x_0 \in \mathcal{B}\}.
\]

We denote by \(x|_J\) the restriction of \(x\) to \(J\). We introduce the Banach space \(Y = (D(A), \| \cdot \|_{\gamma})\), where \(\| \cdot \|_{\gamma}\) denotes the graph norm defined by \(\|y\|_{\gamma} = \|Ay\| + \|y\|\) for \(y \in Y\).

We denote by \(C(\mathbb{R}_+, Y)\), the space of all functions from \(\mathbb{R}_+\) into \(Y\) which are continuous.

Now, we are interested in the problem of Cauchy below:

\[
\begin{align*}
L'(t) &= AL(t) + \int_{0}^{t} \gamma(t-s)L(s)\, ds \text{ for } t \geq 0, \\
L(0) &= l_0 \in X,
\end{align*}
\]

The solution \((L(t), t \geq 0)\) satisfying the above differential system is an \(X\)-valued process.

**Definition 2.1** ([11]). A bounded linear operator valued function \(Q(t) \in \mathcal{L}(X)\) for \(t \geq 0\), is said to be the resolvent operator of (2.1) if it satisfies the following conditions:
1. \( Q(0) = I \) and \( \|Q(t)\|_{\mathcal{L}(X)} \leq M e^{\beta t} \) for some constants \( M \) and \( \beta \); 
2. \( \forall x \in X, Q(t)x \) is strongly continuous for \( t \in \mathbb{R}_+ \); 
3. \( Q(t) \in \mathcal{L}(Y) \) for \( t \geq 0 \) and \( Q(\cdot)x \in \mathcal{C}^1(\mathbb{R}_+, X) \cap \mathcal{C}(\mathbb{R}_+, Y) \), for \( x \in Y \).

\[
Q'(t)x = AQ(t)x + \int_0^t Y(t-s)Q(s)xds,
Q'(t)x = Q(t)Ax + \int_0^t Q(t-s)Y(s)xds, \quad t \geq 0.
\]

Next, we introduce the following hypotheses:

(C1) The operator \( A \) generates a strongly continuous semigroup \( (T(t))_{t \geq 0} \) on \( X \).

(C2) For all \( t \geq 0 \), the operator \( Y(t) \) is closed and linear from \( D(A) \) to \( X \) and \( Y(t) \in L(Y, X) \). For any \( y \in X \), the map \( t \mapsto Y(t)y \) is bounded, differentiable and the derivative \( t \mapsto Y(t)y \) is bounded and uniformly continuous for \( t \geq 0 \). In addition, there is a function \( \mu : J \rightarrow \mathbb{R}_+ \) which is integrable such that for each \( z \in X \), the map \( t \mapsto Y(t)z \) belongs to \( W^{1,1}(J, X) \) and \( \left\| \frac{dY(t)z}{dt} \right\| \leq \mu(t) \|z\|, \ z \in X, \ t \in J \).

**Theorem 2.2** ([11]). Let (C1)-(C2) hold. Then the Cauchy system (2.1) possesses a resolvent operator.

We give the following important estimate.

**Lemma 2.3** ([17]). Let (C1) and (C2) be satisfied. Then there is a constant \( L \) such that

\[
\|Q(t + \epsilon) - Q(\epsilon)Q(t)\|_{\mathcal{L}(X)} \leq L\epsilon.
\]

In what follows, we give an axiomatic definition of the phase space \( \mathcal{B} \) due to Hale and Kato (see [12]) and we use the same terminology as in [16].

**Definition 2.4.** We denote by \( (\mathcal{B}_1, \| \cdot \|_{\mathcal{B}}) \) the seminormed linear space of functions defined on \( (-\infty, 0) \) into \( X \), which satisfy the following axioms.

(A1) If \( x : (-\infty, b) \rightarrow X \) is continuous on \( [0, b) \) and \( x_0 \in \mathcal{B} \), then for each \( t \in [0, b) \) the following conditions are satisfied:

\[
\begin{align*}
(i) & \ x_t \in \mathcal{B}; \\
(ii) & \ \|x(t)\| \leq H\|x_t\|_{\mathcal{B}} \text{ where } H > 0 \text{ is a constant}; \\
(iii) & \ \|x_t\|_{\mathcal{B}} \leq \gamma(t)\sup\{|x(s)| : 0 \leq s \leq t\} + \lambda(t)\|x_0\|_{\mathcal{B}}, \text{ where } \gamma(\cdot), \lambda(\cdot) : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \text{ are independent of } x \text{ with } \gamma \text{ continuous and } \lambda \text{ locally bounded.}
\end{align*}
\]

(A2) Let \( x \) be the function considered in (A1), \( x_t \) is a \( \mathcal{B} \)-valued function which is continuous on \( [0, b) \).

(A3) The space \( \mathcal{B} \) is complete.

**Remark 2.5.** Concerning the functions \( \gamma \) and \( \lambda \), we suppose that they are bounded on \( J \) and

\[
\kappa := \max \left\{ \sup_{t \in \mathbb{R}_+} \{\gamma(t)\}, \ sup_{t \in \mathbb{R}_+} \{\lambda(t)\} \right\}.
\]

**Lemma 2.6** ([6]). Let us consider the subspace \( \mathcal{C} \) of \( BC(J, X) \) satisfying

\[
\begin{align*}
(i) & \ \mathcal{C} \text{ is bounded in } BC(J, X); \\
(ii) & \ \text{the functions which belong to } \mathcal{C} \text{ are equicontinuous on any compact of } J; \\
(iii) & \ \text{the set } \mathcal{C}(t) := \{x(t) : x \in \mathcal{C}\} \text{ is relatively compact on any compact of } J; \\
(iv) & \ \text{the functions from } \mathcal{C} \text{ are equiconvergent, this is, for } \epsilon > 0, \text{ there is } \Sigma(\epsilon) > 0 \text{ such that } \|x(t) - x(\pm \infty)\| < \epsilon \\
& \ \text{for any } t \geq \Sigma(\epsilon) \text{ and } x \in \mathcal{C}.
\end{align*}
\]

Then \( \mathcal{C} \) is relatively compact in \( BC(J, X) \).
We give the Burton-Kirk’s fixed-point theorem, which is very important in the proof of our results.

\textbf{Theorem 2.7 ([5])}. In the Banach space $X$, let us consider the operators $\Psi_1$ and $\Psi_2$ defined from $X$ into $X$ such that $\Psi_1$ is a compact operator and $\Psi_2$ a contraction. Then either

(i) $x = \delta \Psi_2 \left( \frac{x}{\delta} \right) + \delta \Psi_1 x$ admits a solution for $\delta = 1$; or

(ii) the set $\{ x \in X : x = \delta \Psi_2 \left( \frac{x}{\delta} \right) + \delta \Psi_1 x, \delta \in (0, 1) \}$ is unbounded.

Throughout this work, we suppose that (C1) and (C2) hold.

3. Existence of mild solutions

\textbf{Definition 3.1}. A function $x \in X$ is called mild solution of system (1.1) if $x$ satisfies:

1. $x(t) = \phi(t)$, if $t \leq 0$;
2. $x(t) = Q(t) (\phi(0) - k(0, \phi)) + k(t, x_\rho(t, x_t)) + \int_0^t Q(t-s) h(s, x_\rho(s, x_s)) ds$ for $t \geq 0$.

In addition, we make the following assumptions in order to get the expected results.

(H1) $(Q(t))_{t \geq 0}$ is compact and there is a constant $M \geq 1$ and $\gamma > 0$ satisfying

$$\|Q(t)\|_{\mathcal{L}(X)} \leq M e^{-\gamma t} \text{ for every } t \geq 0.$$

(H2) For a.e. $t \in J$ and each $u \in \mathcal{B}$, there is a function $f \in L^1(J, \mathbb{R}_+)$ satisfying:

$$\|h(t, u)\| \leq f(t)(\|u\|_{\mathcal{B}} + 1).$$

(H3) For each $t \geq 0$,

$$\lim_{t \to \infty} \int_0^t e^{-\gamma t} f(s) ds = 0.$$

(H4) For all $t$, $s \in J$ and $\phi, \varphi \in \mathcal{B}$, there is a constant $l > 0$ such that

$$\|k(t, \phi) - k(s, \varphi)\| \leq l(|t - s| + \|\phi - \varphi\|_{\mathcal{B}}).$$

(H5) $\forall t \in J, \phi \in \mathcal{B}$, $\|k(t, \phi)\| \leq \pi(t)\|\phi\|_{\mathcal{B}}$, where $\pi : J \to \mathbb{R}_+$ is a bounded continuous function.

(H6) Let $\mathcal{R}_0^- := \rho(t, x_t) : \rho(t, x_t) \leq 0, (t, x_t) \in \mathcal{B}$ and $\rho : \mathcal{R}_0^- \to \mathcal{B}$ a continuous function. There exists a bounded continuous map $L^\phi : \mathcal{R}_0^- \to (0, \infty)$ such that $\|\rho_t\| \leq L^\phi(t)\|\rho\|_{\mathcal{B}}$ for all $t \in \mathcal{R}_0^-.$

\textbf{Remark 3.2}. For more detailed information concerning (H6) see Lemma 3.4 and Proposition 7.1.1 in [16].

The following lemma is needed to prove our results.

\textbf{Lemma 3.3 ([15, Lemma 3.1])}. Let $x : (-\infty, \infty) \to X$ be continuous and bounded map and $x_0 = \phi$. If (H6) holds, then

$$\|x_t\|_{\mathcal{B}} \leq (M_b + L^\phi)\|\phi\|_{\mathcal{B}} + K_b \sup\|\pi(\theta)\| ; \theta \in [0, \max(0, t)], t \in \mathcal{R}_0^- \cup J,$

with $L^\phi = \sup\{L^\phi(t), t \in \mathcal{R}_0^-\}$.

\textbf{Theorem 3.4}. Assume that assumptions (C1)-(C2), (H1)-(H6) hold. Also assume that

$$\kappa l < 1 \text{ and } \kappa \left( \sup_{t \in J} \|\pi(t)\| + M \right) < 1.$$

Then system (1.1) has at least a mild solution.
Proof. We introduce the following operator $\Sigma : \chi \to \chi$ defined by:

$$
\Sigma x(t) = \begin{cases}
\phi(t), & \text{if } t \leq 0, \\
Q(t) (\phi(0) - k(0, \phi)) + k(t, x_{\rho(t,x_t)}) + \int_0^t Q(t-s)h(s, x_{\rho(s,x_s)}) ds, & \text{if } t \in J.
\end{cases}
$$

We show that $\Sigma$ has a fixed point. For $\phi \in \mathcal{B}$, let $\alpha : \mathbb{R} \to X$ be the function given by

$$
\alpha(t) = \begin{cases}
\phi(t), & \text{if } t \leq 0, \\
Q(t) (\phi(0)), & \text{if } t \in J.
\end{cases}
$$

Then $\alpha_0 = \phi$. For each function $\vartheta \in \chi$, we denote

$$
x(t) = \alpha(t) + \vartheta(t).
$$

This implies that $x_t = \alpha_t + \vartheta_t$ and the function $\vartheta(\cdot)$ satisfies

$$
\vartheta(t) = Q(t)k(0, \phi) + k(t, \alpha_{\rho(s,\alpha_s+\vartheta_s)} + \vartheta_{\rho(s,\alpha_s+\vartheta_s)}) + \int_0^t Q(t-s)h(s, \alpha_{\rho(s,\alpha_s+\vartheta_s)} + \vartheta_{\rho(s,\alpha_s+\vartheta_s)}) ds.
$$

In the following, we set $\chi_0$ as Banach space defined by

$$
\chi_0 = \{ \vartheta \in \chi : \vartheta_0 = 0 \},
$$

with the norm

$$
\| \vartheta \|_{\chi_0} = \sup_{t \in J} \| \vartheta(t) \| + \| \vartheta_0 \|_B = \sup_{t \in J} \| \vartheta(t) \|.
$$

We introduce the decomposition $\vartheta(t) = \Psi_1 \vartheta(t) + \Psi_2 \vartheta(t)$, where

$$
\Psi_1 \vartheta(t) = \int_0^t Q(t-s)h(s, \alpha_{\rho(s,\alpha_s+\vartheta_s)} + \vartheta_{\rho(s,\alpha_s+\vartheta_s)}) ds, \text{ for } t \in J,
$$

$$
\Psi_2 \vartheta(t) = Q(t)k(0, \phi) + k(t, \alpha_{\rho(s,\alpha_s+\vartheta_s)} + \vartheta_{\rho(s,\alpha_s+\vartheta_s)}).
$$

Showing the existence of solution of system (1.1) is equivalent to prove the existence of a fixed point of $\Psi_1 + \Psi_2$. Before this, we give the following estimate.

For each $\vartheta \in \chi_0$ and $t \in J \cup \mathbb{R}_0^-$, we have

$$
\| \vartheta_t + \alpha_t \|_B \leq \| \vartheta_t \|_B + \| \alpha_t \|_B \leq \gamma(t) \| \vartheta(t) \| + \gamma(t) \| Q(t) \| \| \vartheta \|_B + (\lambda(t) + L \varphi) \| \vartheta \|_B \\
\leq \kappa \| \vartheta \|_{\chi_0} + \kappa M e^{-\gamma t} \| \vartheta \|_B + (\kappa + L \varphi) \| \vartheta \|_B \\
\leq \kappa \| \vartheta \|_{\chi_0} + [\kappa(M + 1) + L \varphi] \| \vartheta \|_B.
$$

First, we show the continuity of $\Psi_1$. Let $(\vartheta^k)_{k \in \mathbb{N}}$ be a sequence in $\chi_0$ such that $\vartheta^k \to \vartheta$ in $\chi_0$, then for every $t \in J$ we have

$$
\| \Psi_1(\vartheta^k)(t) - \Psi_1(\vartheta)(t) \| \\
\leq \| Q(t-s) \|_{L(X)} \left\| h(t, \alpha_{\rho(t,\alpha_s+\vartheta^k_s)} + \vartheta_{\rho(t,\alpha_s+\vartheta^k_s)}) - h(t, \alpha_{\rho(t,\alpha_s+\vartheta^k_s)} + \vartheta_{\rho(t,\alpha_s+\vartheta^k_s)}) \right\| ds \\
\leq M \left\| e^{-\gamma(t-s)} \right\|_1 \left\| h(s, \vartheta^k_{\rho(t,\alpha_s+\vartheta^k_s)} + \alpha_{\rho(t,\alpha_s+\vartheta^k_s)}) - h(s, \vartheta_{\rho(t,\alpha_s+\vartheta^k_s)} + \alpha_{\rho(t,\alpha_s+\vartheta^k_s)}) \right\| ds.
$$

By using the assumptions on the function $h$ and the Lebesgue dominated convergence theorem we get

$$
\| \Psi_1(\vartheta^k) - \Psi_1(\vartheta) \|_{\chi_0} \xrightarrow{k \to \infty} 0.
$$
which shows that $\Psi_1$ is continuous.

Second, let $\eta \geq 0$ such that $S = \{ \vartheta \in \chi_0 : \| \vartheta \|_{\chi_0} \leq \eta \}$ is a bounded set. We prove that $\Psi_1(S)$ is relatively compact using Lemma 2.6. Let $\vartheta \in S$, then

$$\|\Psi_1(\vartheta)(t)\| \leq \int_0^t \|Q(t-s)\|_{\mathcal{L}(X)} \left\| h(s, \vartheta_0 + \vartheta_s + \alpha_{s, \vartheta_0 + \vartheta_s}) \right\| \, ds$$

$$\leq M \int_0^t e^{-\gamma(t-s)} f(s) \left( \|h_s + \alpha_{s, \vartheta_0 + \vartheta_s} \|_{B} + 1 \right) \, ds$$

$$\leq M \left( \kappa \| \vartheta \|_{\chi_0} + (\kappa(M + 1) + L^\Phi) \| \phi \|_{B} + 1 \right) \int_0^t e^{-\gamma(t-s)} f(s) \, ds \leq M \xi \| f \|_{L^1},$$

with

$$\xi := \kappa \eta + (\kappa(M + 1) + L^\Phi) \| \phi \|_{B} + 1.$$

Thus $\Psi_1(S)$ is bounded.

Third, we prove that $\Psi_1(S)$ is equicontinuous.

Let $s, t \in [0, b]$ with $t > s$ and $\vartheta \in S$. Then, we have

$$\| (\Psi_1(\vartheta)(t) - (\Psi_1(\vartheta)(s)) \right\| \leq \int_0^s \|Q(t-\tau) - Q(s-\tau)\|_{\mathcal{L}(X)} \left\| h(\tau, \vartheta_0 + \vartheta_s + \alpha_{s, \vartheta_0 + \vartheta_s}) \right\| \, d\tau$$

$$+ \int_s^t \|Q(t-\tau)\|_{\mathcal{L}(X)} \left\| h(\tau, \vartheta_0 + \vartheta_s + \alpha_{s, \vartheta_0 + \vartheta_s}) \right\| \, d\tau$$

$$\leq \int_0^s \|Q(t-\tau) - Q(s-\tau)\|_{\mathcal{L}(X)} f(\tau) \left( \|h_\vartheta + \alpha_{s, \vartheta_0 + \vartheta_s} \|_{B} + 1 \right) \, d\tau$$

$$+ M \int_s^t e^{-\gamma(t-\tau)} f(\tau) \left( \|h_\vartheta + \alpha_{s, \vartheta_0 + \vartheta_s} \|_{B} + 1 \right) \, d\tau.$$

Now, by the inequality (3.1) we get

$$\| (\Psi_1(\vartheta)(t) - (\Psi_1(\vartheta)(s)) \right\| \leq \xi \int_0^s \|Q(t-\tau) - Q(s-\tau)\|_{\mathcal{L}(X)} f(\tau) \, d\tau + M \xi \int_s^t f(\tau) \, d\tau \xrightarrow{\tau-s \to 0} 0,$$

which implies the equicontinuity of $\Psi_1(S)$.

Now, we will prove the relative compactness of $\Gamma := \{ \Psi_1(\vartheta)(t) : \vartheta \in S \}$ in $X$. Let $t \in J$ be fixed and $\epsilon \in \mathbb{R}$ be a number such that $0 < \epsilon < t < b$. For $\vartheta \in S$ we define

$$\Psi_1^\epsilon(\vartheta)(t) = Q(\epsilon) \int_0^{t-\epsilon} Q(t-s) h(s, \vartheta_0 + \vartheta_s + \alpha_{s, \vartheta_0 + \vartheta_s}) \, ds$$

and

$$\tilde{\Psi}_1^\epsilon(\vartheta)(t) = \int_0^{t-\epsilon} Q(t-s) h(s, \vartheta_0 + \vartheta_s + \alpha_{s, \vartheta_0 + \vartheta_s}) \, ds.$$

Using Lemma 2.3 and the compactness of the operator $Q(\epsilon)$, we deduce that the set $\Gamma^\epsilon(\vartheta)(t) = \{ \Psi_1^\epsilon(\vartheta)(t) : \vartheta \in S \}$ is relatively compact in $X$. Moreover, also by Lemma 2.3 and Hölder inequality for each $\vartheta \in S$, we obtain

$$\| \Psi_1^\epsilon(\vartheta)(t) - \tilde{\Psi}_1^\epsilon(\vartheta)(t) \|$$

$$\leq \int_0^{t-\epsilon} \|Q(\epsilon)Q(t-s) - Q(t-s)\|_{\mathcal{L}(X)} \left\| h(s, \vartheta_0 + \vartheta_s + \alpha_{s, \vartheta_0 + \vartheta_s}) \right\| \, ds$$

$$\leq \int_0^{t-\epsilon} \|Q(\epsilon)Q(t-s) - Q(t-s)\|_{\mathcal{L}(X)} f(s) \left( \|h_\vartheta + \alpha_{s, \vartheta_0 + \vartheta_s} \|_{B} + 1 \right) \, ds.$$
So, the set \( \bar{S} \) is precompact in \( X \) by using the total boundedness. Using this idea again, we obtain
\[
\|\Psi_1(t) - \Psi_1^\varepsilon(t)\| \leq \int_{t-\varepsilon}^{t} \|Q(t-s)\| \|\mathcal{L}(X)\| \|\mathcal{H}(s, \delta, \alpha_1 + \theta_1) + \alpha_1 + \theta_1\| ds
\]
\[
\leq \int_{t-\varepsilon}^{t} \|Q(t-s)\| \|\mathcal{L}(X)\| \left( \|\delta\|_{1} + \|\alpha_1 + \theta_1\| \right) ds
\]
\[
\leq \delta M \int_{t-\varepsilon}^{t} e^{-\gamma(t-s)} ds \to 0.
\]
So, \( \Psi_1^\varepsilon(t) \) converges uniformly to \( \Psi_1(t) \) and it follows that \( S(t) \) is precompact in \( X \).

Finally, it remains to show that \( \Psi_1 \) is equiconvergent.

Let \( \theta \in \mathcal{S} \), using assumptions (H1), (H2), and (3.1) we obtain
\[
\|(\Psi_1(t))\| \to 0 \text{ as } t \to +\infty. \text{ Then }
\]
\[
\lim_{t \to +\infty} \|(\Psi_1(t) - (\Psi_1)(+\infty))\| = 0
\]
and thus \( \Psi_1 \) is equiconvergent.

Finally, we show that \( \Psi_2 \) is a contraction.

Let \( \delta, \bar{\delta} \in \mathcal{X}_0 \), then by (H1), (H4)-(H6), and (3.1) and for each \( t \in J \) we have
\[
\|(\Psi_2\theta)(t) - (\Psi_2\bar{\theta})(t)\| \leq \|k(t, \alpha_1 + \theta_1 + \bar{\theta}_1) - k(t, \alpha_1 + \theta_1)\|
\]
\[
\leq l\|\delta\|_{1} + \|\alpha_1 + \theta_1\| \|\bar{\delta}\|_{1} + \|\alpha_1 + \theta_1\|.
\]
So, by Lemma 3.3 we obtain
\[
\|(\Psi_2\theta)(t) - (\Psi_2\bar{\theta})(t)\| \leq \|\delta\|_{X_0} \|\bar{\delta}\|_{X_0}.
\]
Therefore
\[
\|\Psi_2\theta - \Psi_2\bar{\theta}\|_{X_0} \leq k\|\delta\|_{X_0} \|\bar{\delta}\|_{X_0}.
\]
Thus, the operator \( \Psi_2 \) is a contraction.

To apply Theorem 2.7, we must verify that condition (ii) of Theorem 2.7 does not hold, i.e., prove that the set
\[
S_{\delta} = \left\{ \theta \in \mathcal{X}_0 : \theta = \delta \Psi_2 \left( \frac{\theta}{\delta} \right) + \delta \Psi_1(\theta) \text{ for } \delta \in (0, 1) \right\},
\]
is bounded. Let \( \theta \in S_{\delta} \), then for each \( t \in J \), we have
\[
\theta(t) = \delta \Psi_2 \left( \frac{\theta}{\delta} \right) (t) + \delta \Psi_1(\theta)(t).
\]
Then we get
\[
\|\theta(t)\| \leq \delta \|Q(t)\|_{\mathcal{L}(X)} \|k(0, \phi)\| + \delta \|k(t, \alpha_1 + \theta_1 + \bar{\theta}_1)\|
\]
\[
+ \delta \int_{0}^{t} \|Q(t-s)\| \|\mathcal{L}(X)\| \|\mathcal{H}(s, \alpha_1 + \theta_1 + \bar{\theta}_1)\| ds
\]
\[
\leq \delta M \pi(t) \|\phi\|_{B} + \delta \pi(t) \|\alpha_1 + \theta_1 + \bar{\theta}_1\| \|\bar{\theta}_1\|_{B}
\]
Therefore, we get
\[ \theta(t) = \theta^*(t) + \delta(t) \]
with \( \delta(t) \) given by (4.1)
\[ \delta(t) = \int_0^t \left( \| \theta(s, \alpha, \alpha_0) + \theta^*(s, \alpha, \alpha_0) \|_B + 1 \right) ds. \]

Thus, by Lemma 3.3 we have
\[ \| \theta(t) \| \leq M \pi^* \| \phi \|_B + \pi^* \kappa (\| \theta \|_{\mathcal{X}_0} + \mu) + M \kappa (\| \theta \|_{\mathcal{X}_0} + \mu + 1) \| f \|_{L^1}, \]
with \( \mu := (M + 1) \| \phi \|_B \) and \( \pi^* := \sup_{t \in J} \| \pi(t) \| \).

This shows that \( \delta_\delta \) is bounded. So, by Theorem 2.7 the operator \( \Sigma \) admits at least a fixed point, corresponding to a mild solution of the system (1.1)
\[ \square \]

4. Local attractivity of the solutions

This section concerns the local attractivity of the mild solutions of system (1.1). We have the following definition.

Definition 4.1. Mild solutions of system (1.1) are said to be locally attractive if there is a closed ball \( \bar{B}(\theta^*, \Xi) \) in the space \( \chi_0 \) for some \( \theta^* \in \chi \) such that for arbitrary solutions \( \theta \) and \( \tilde{\theta} \) of (1.1) which belong to \( \bar{B}(\theta^*, \Xi) \) we have
\[ \lim_{t \to \infty} (\theta(t) - \tilde{\theta}(t)) = 0. \]

Let us denote by \( \bar{B}(\theta^*, \Xi) \) the closed ball in \( \chi_0 \), where \( \theta^* \) is a solution of (1.1) and \( \Xi \) satisfies
\[ \Xi \geq 2M \| f \|_{L^1}. \]

Moreover, assume that
\[ \lim_{t \to \infty} \pi(t) = 0 \quad \text{and} \quad \lim_{t \to \infty} \int_0^t e^{-\gamma(t-s)} \pi(s) ds = 0, \quad (4.1) \]
where \( \pi \) is the function mentioned in (H6). Then, for \( \theta \in \bar{B}(\theta^*, \Xi) \) by (H1)-(H2) and (3.1) we have
\[ \| \Sigma \theta \| = \| \Sigma \theta^* \| \]
\[ = \| \Sigma \theta(t) - \Sigma \theta^*(t) \| \]
\[ \leq \| \theta(t) - \theta^*(t) \| + \| \Sigma \theta^* \| \]
\[ = \| k(t, \theta(t, \alpha, \alpha_0)) + \alpha(t, \alpha, \alpha_0) - k(t, \theta^*(t, \alpha, \alpha_0)) + \alpha(t, \alpha, \alpha_0) \| \]
\[ + \int_0^t \| Q(t-s) \|_{L^1(\chi)} \| h(s, \theta(s, \alpha, \alpha_0) + \alpha(s, \alpha, \alpha_0)) - h(s, \theta^*(s, \alpha, \alpha_0) + \alpha(s, \alpha, \alpha_0)) \| ds \]
\[ \leq \| k(t, \theta(t, \alpha, \alpha_0)) - \theta^*(t) \|_{L^\infty} \]
\[ + M \int_0^t e^{-\gamma(t-s)} \left( \| \theta(s, \alpha, \alpha_0) + \alpha(s, \alpha, \alpha_0) \|_B + \| \theta^*(s, \alpha, \alpha_0) + \alpha(s, \alpha, \alpha_0) \|_B + 2 \right) ds \]
\[ \leq l \Xi + 2M (\kappa \Xi + 1) \| f \|_{L^1} \leq \Xi. \]

Therefore, we get \( \Sigma(\bar{B}(\theta^*, \Xi)) \subset \bar{B}(\theta^*, \Xi) \). Thus, for each \( \theta \in \bar{B}(\theta^*, \Xi) \) as the solution of system (1.1) and \( t \in J \), we have
\[ \| \theta(t) - \theta^*(t) \| = \| (\Sigma \theta)(t) - (\Sigma \theta^*)(t) \| \]
Let us introduce the operators
\[ b : \mathbb{R}^+ \to \mathbb{R}, \quad \rho_1, \rho_2 : \mathbb{J} \to \mathbb{R}_+ \] and \( a, c : \mathbb{R} \to \mathbb{R} \) are continuous functions.

Let \( X = L^2([0, \pi]) \) and \( A : D(A) \subset X \to X \) be the operator defined as follows \( Au = u'' \) with domain \( D(A) = \{u \in X : u'' \in X, u(0) = u'(\pi) = 0\} \) which generates a \( C_0 \)-semigroup on \( X \).

For \( t \geq 0 \) and \( y \in D(A) \), we consider the operator \( \Upsilon(t) \) defined by
\[ \Upsilon(t) : D(A) \to X, \quad y \to b(t)Ay. \]

Next, we consider the phase space introduced by Hino et al. (see [16]) given by \( \mathcal{B} = C_0 \times L^p(\hat{h}, X) \), where \( \hat{h} : (-\infty,0] \to \mathbb{R} \) is non-negative measurable function satisfying the appropriate conditions in Definition 2.4.

For rewriting the problem (5.1) in an abstract form in \( X \), we give the following notations
\[ x(t) = \sigma(t, \tau) \quad \text{for} \quad t \geq 0 \quad \text{and} \quad \tau \in [0, \pi], \]
\[ \phi(t) = \sigma_0(s, t) \quad \text{for} \quad t \leq 0 \quad \text{and} \quad \tau \in [0, \pi]. \]

Let us introduce the operators \( k, h : \mathcal{J} \times \mathcal{B} \to X \) by
\[ k(t,y)(\tau) = \int_{-\infty}^{t} a(t-s)y(s-\rho(t,y))(\tau)ds, \quad h(t,y)(\tau) = \int_{-\infty}^{t} c(t-s)y(s-\rho(t,y))(\tau)ds, \]

Using (H3) and (4.1), we conclude that for two solutions \( \vartheta, \tilde{\vartheta} \) elements of the closed ball \( \bar{B}(\vartheta^*, \Xi) \) we have
\[ \lim_{t \to \infty} ||\vartheta(t) - \tilde{\vartheta}(t)|| = 0. \]

This implies the local attractivity of the solutions of system (1.1).

5. Application

This section concerns the illustration of our results. So, we consider the system
\[ \frac{d}{dt} \left( \sigma(t, \tau) + \int_{-\infty}^{t} a(t-s)\sigma(s-\rho_1(t)\rho_2(\|\sigma(t, \tau)\|), \tau)ds \right) \]
\[ = \frac{d^2}{d\tau^2} \left( \sigma(t, \tau) + \int_{-\infty}^{t} a(t-s)\sigma(s-\rho_1(t)\rho_2(\|\sigma(t, \tau)\|), \tau)ds \right) + \int_{0}^{t} b(t-s) \left( \sigma(s, \tau) + \int_{-\infty}^{s} a(t-\tau)\sigma(l-\rho_1(t)\rho_2(\|\sigma(t, \tau)\|), \tau)dl \right)^{ds} \]
\[ + \int_{-\infty}^{t} c(s-t)\sigma(s-\rho_1(t)\rho(\|\sigma(t, \tau)\|), \tau)ds, \]
\[ \sigma(t, 0) = \sigma(t, \pi) = 0, \quad t > 0, \]
\[ \sigma(s, \tau) = \sigma_0(s, \tau), \quad s \in (-\infty, 0], \ \tau \in [0, \pi], \]

5. Application
with \( \rho : J \times \mathcal{B} \to \mathbb{R} \) defined by
\[
\rho(t, y_t) := \rho_1(t) \rho_2(\|y(t)\|).\]

Then for \( \phi \in \mathcal{B} \), problem (5.1) takes the following abstract form
\[
\begin{align*}
\frac{d}{dt} \left[ x(t) - k(t, x_{\rho(t,x_1)}) \right] &= A[x(t) - k(t, x_{\rho(t,x_1)})] + \int_0^t \gamma(t - s) \left[ x(s) - k(s, x_{\rho(s,x_2)}) \right] ds + h(t, x_{\rho(t,x_1)}), \quad t \in J := [0, \infty), \\
x(t) &= \phi(t), \quad t \in (-\infty, 0].
\end{align*}
\]

We suppose that \( \beta \) is bounded and \( C^1 \)-function such that \( \beta' \) is bounded and uniformly continuous, then (C1) and (C2) hold. Consequently, by Theorem 2.2, there is a resolvent operator \( (Q(t))_{t \geq 0} \) on \( X \) for Eq. (2.1). Moreover, we assume that there exists \( \beta > a > 1 \) and \( b(t) < \frac{1}{\beta} e^{-\beta t} \) for all \( t \geq 0 \). Then, the problem (5.1) admits a mild solution which is locally attractive.

Acknowledgments

The authors would like to thank the editor and the reviewers for their constructive comments and suggestions which improved the quality of the paper. This work was supported by CEA-MITIC (Université Gaston Berger) and CEA-SMA (Bénin), the Réseau EDP-Modélisation et Contrôle.

References

[9] Y. Fujita, Integrodifferential equation which interpolates the heat equation and the wave equation, Osaka J. Math., 27 (1990), 309–321. 1