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#### Abstract

We construct sufficient conditions for existence of extremal solutions to boundary value problem (BVP) of nonlinear fractional order differential equations (NFDEs). By combing the method of lower and upper solution with the monotone iterative technique, we construct sufficient conditions for the iterative solutions to the problem under consideration. Some proper results related to Hyers-Ulam type stability are investigated. Base on the proposed method, we construct minimal and maximal solutions for the proposed problem. We also construct and provide maximum error estimates and test the obtain results by two examples.
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## 1. Introduction

The work of this manuscript is to devoted to the investigation of sufficient conditions for existence of extremal solutions to the following BVP of NFDEs

$$
\begin{equation*}
\mathrm{D}^{\mathfrak{p}} v(\mathrm{t})+\mathrm{k}(\mathrm{t}, v(\mathrm{t}))=0,0<\mathrm{t}<1,3<\mathrm{p} \leqslant 4, \quad v(0)=v^{\prime}(0)=v^{\prime \prime}(0)=v^{\prime \prime}(1)=0, \tag{1.1}
\end{equation*}
$$

where $v \in \mathrm{C}[0,1]$ and $\mathrm{k}: \mathrm{I} \times \mathbb{R} \rightarrow \mathbb{R}$.
In recent decades, it has become a significant fact that FDEs are powerful tools in modeling the various phenomena in sciences and engineering such as biology, economics, mechanics and physics. For many applications of NFDEs, see $[1,2,8,14,17,24,25,29]$ and the references cited therein. Due to this fact, the

[^0]area devoted to NFDEs has been given great attention by most of the researchers. In recent decade, there has been significant work of research on empirical questions of the existence/uniqueness of solutions (or positive solutions) to large numbers of BVPs of FDEs, (see for detail [4, 12, 15, 30, 32, 33, 36, 38, 39]). In the aforesaid work researchers used classical fixed point theory to develop the existence theory of solutions to BVPs of NFDEs.

On the other hand one important aspect of existence theory is devoted to the iterative solutions of FDEs with initial and boundary conditions. The aforesaid area has been very well explored for classical differential equations. However for FDEs, this area need further exploration. In last few years some works devoted to the extremal solutions of NFDEs with boundary and initial conditions were carried out, which we refer in $[6,7,18,23,37,40]$. In the cited papers, the authors used coupled of monotone iterative technique with the upper and lower solutions method to obtain results for approximating the solutions of NFDEs. The aforesaid scheme has been considered by many authors for NFDEs with boundary conditions. For instance, Shah and his co-author [31] applied the aforementioned method to study a coupled system of NFDEs with three point boundary conditions. A similar attempt was made by Khan [16]. He developed the aforesaid scheme for the following class of NFDE

$$
\left\{\begin{array}{l}
D^{\alpha} v(\mathrm{t})+\mathrm{f}(\mathrm{t}, \mathrm{x}(\mathrm{t}))=0, \mathrm{t} \in(0,1), 1<\alpha<2 \\
\left.v^{\prime}(\mathrm{t})\right|_{\mathrm{t}=0}=0, v(1)=\xi x(\mathrm{n})
\end{array}\right.
$$

where $\xi, \eta \in(0,1)$.
Recently another aspect has greatly attracted the attentions of researchers known as stability analysis. The mentioned aspect has been very well studied for classical differential equations. Various kinds of stability including exponential stability, Laypunove stability, etc have been introduced so far for both classical and FDEs. In last few years Ulam type stability has been considered in many articles for classical as well as FDEs. But the respective stability has been very well investigated mostly for initial value problems of FDEs and rarely studied for BVPs of FDEs, for detail see [21, 26-28,34]. Motivated by the aforementioned works, our purpose in this paper is to study the existence of upper and lower solutions and to find conditions for iterative solutions to NFDEs (1.1). We compute the error estimates to the problem under consideration by using the monotone iterative method combine with the method of upper and lower solution. We also investigate different kinds of Ulam stability for the iterative solutions of the considered problem. We provide two example to illustrate our work. The physical behavior of the upper and lower solutions has been provided in various plots by using Matlab.

## 2. Preliminaries

In this section, we present some basic definitions and known lemmas that are supportive to the proof of our main results, which can be found in [14, 17, 24, 25, 33, 37, 39].

Definition 2.1. The Riemann-Liouville fractional integral of order $\delta \in \mathbb{R}_{+}$of a function $\phi \in \mathrm{L}([0,1], \mathbb{R})$ is defined by

$$
I^{\delta} \phi(t)=\frac{1}{\Gamma(\delta)} \int_{0}^{t}(t-\rho)^{\delta-1} \phi(\rho) d \rho,
$$

provided that on right side's integral is pointwise defined.
Definition 2.2. Let $v(t) \in C^{n}[a, b]$ be the function in $t$, then the Riemann-Liouville derivative of the fractional order " $p$ ", where $p \in \mathcal{R}^{+}$is defined as

$$
D_{a}^{p} v(t)=\frac{1}{\Gamma(n-p)}\left(\frac{d}{d t}\right)^{n} \int_{a}^{t}(t-\lambda)^{n-p-1} v(\lambda) d \lambda, n-1 \leqslant p \leqslant n, \quad n \in N,
$$

provided that integral on the right hand side is defined point wise on $(a, \infty)$, when $n=[p]+1$. In situation, when $p \in Z^{+}$and $n=p$, then derivative of fractional order coincides with traditional derivative of integer order.

Definition 2.3. Choose $W=C[0,1]$ be a Banach space under the norm $\|v\|=\max _{t \in[0,1]}|v(t)|$ and assume that $\mathrm{V} \subset W$ which is satisfies the partially ordering property. The operator $T: V \rightarrow U$ is known as nondecreasing if for each $v_{1}, v_{2} \in V$ and $v_{1} \leqslant v_{2}$ gives $T v_{1} \leqslant T v_{2}$. The operator $T$ is known as non increasing if for each $\nu_{1}, \nu_{2} \in \mathrm{~V}$ and $\nu_{1} \leqslant \nu_{2}$ gives $\mathrm{T} \nu_{1} \geqslant \mathrm{~T} \nu_{2}$.
Definition 2.4. Let $(\mathrm{I}-\mathrm{T}) v_{1} \leqslant 0$ for an operator equation $(\mathrm{I}-\mathrm{T}) v=0$, then $v_{1} \in \mathrm{U}$ is known as a lower solution of $(I-T) v=0$ and $(I-T) v_{2} \geqslant 0$ for an operator equation $(I-T) v=0$, then $v_{2} \in U$ is known as an upper solution of $(\mathrm{I}-\mathrm{T}) v=0$.
Lemma 2.5 ([39]). Let $U$ be a partially ordered Banach space and $v_{n}, y_{n} \in V$ such that $v_{n} \leqslant y_{n}, n \in Z^{+}$. If $v_{\mathrm{n}} \rightarrow v$ and $\mathrm{y}_{\mathrm{n}} \rightarrow \mathrm{y}$, then $v \leqslant y$.

Assume that the following hypothesis hold:
$\left(C_{1}\right) k:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies Carathéodory conditions;
$\left(C_{2}\right) k(t, v)$ is non decreasing in $v$ for each $t \in[0,1]$;
$\left(C_{3}\right)$ there exist constant $A>0$ such that $0 \leqslant k\left(t, v_{1}(t)\right)-k\left(t, v_{2}(t) \leqslant A\left(v_{1}-v_{2}\right)\right.$.
Lemma 2.6 ([1]). Let $v \in \mathrm{C}(0,1) \cap \mathrm{L}(0,1)$, then the following result holds

$$
I^{\delta} D^{\delta} v(t)=v(t)+c_{1} t^{\delta-1}+c_{2} t^{\delta-2}+c_{3} t^{\delta-3}+\cdots+c_{m} t^{\delta-m}
$$

where $c_{i} \in \mathbb{R}$, for $i=1,2, \ldots, m$, are constants.

## 3. Main results

This section is devoted to the main results.
Lemma 3.1. Under the assumption $h \in C([0,1], \mathbb{R})$, the following linear BVP of FDEs

$$
\begin{equation*}
D^{p} v(t)+h(t)=0, t \in[0,1], 3<p \leqslant 4, \quad v(0)=v^{\prime}(0)=v^{\prime \prime}(0)=v^{\prime \prime}(1)=0 \tag{3.1}
\end{equation*}
$$

has a solution given by

$$
v(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{h}(\rho) \mathrm{d} \rho,
$$

where $\mathcal{H}(\mathrm{t}, \rho)$ is the Green's function defined by

$$
\mathcal{H}(\mathrm{t}, \rho)= \begin{cases}\frac{\mathrm{t}^{\mathrm{p}-1}(1-\rho)^{\mathrm{p}-3}-(\mathrm{t}-\rho)^{\mathrm{p}-1}}{\Gamma(p)}, & 0 \leqslant \rho \leqslant t \leqslant 1  \tag{3.2}\\ \frac{t^{p-1}(1-\rho)^{p-3}}{\Gamma(\mathfrak{p})}, & 0 \leqslant t \leqslant \rho \leqslant 1\end{cases}
$$

Proof. We may apply Lemma 2.6 to reduce the equation (3.1) as

$$
\begin{equation*}
v(t)=-I^{p} h(t)+c_{1} t^{p-1}+c_{2} t^{p-2}+c_{3} t^{p-3}+c_{4} t^{p-4} \tag{3.3}
\end{equation*}
$$

Thank to boundary conditions $v(0)=v^{\prime}(0)=\nu^{\prime \prime}(0)=0$ we face to singularity. Therefore to avoid singularity, we take $c_{2}=c_{3}=c_{4}=0$. Inview of boundary condition $\nu^{\prime \prime}(1)=0$, we get $c_{1}=\frac{\mathrm{I}^{\mathrm{p}-2} \mathrm{~h}(1)}{(\mathrm{p}-1)(\mathrm{p}-2)}$. Hence, we deduce from (3.3) that

$$
\begin{equation*}
v(\mathrm{t})=\mathrm{t}^{\mathrm{p}-1} \int_{0}^{1} \frac{(1-\rho)^{\mathrm{p}-3}}{\Gamma(\mathrm{p})} \mathrm{h}(\rho) \mathrm{d} \rho-\int_{0}^{\mathrm{t}} \frac{(\mathrm{t}-\rho)^{\mathrm{p}-1}}{\Gamma(\mathrm{p})} \mathrm{h}(\rho) \mathrm{d} \rho . \tag{3.4}
\end{equation*}
$$

Hence, we get from (3.4) as

$$
v(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) h(\rho) \mathrm{d} \rho
$$

Clearly, $\mathcal{H}(t, \rho) \geqslant 0$ for all $t, \rho \in[0,1]$.

Lemma 3.2. Thank to Lemma 3.1, the considered BVP (1.1) has a solution given by

$$
\begin{equation*}
v(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho, \tag{3.5}
\end{equation*}
$$

where $\mathcal{H}(\mathrm{t}, \rho)$ is the Green's function defined in equation (3.2).
Lemma 3.3. The functions $\mathcal{H}(\mathrm{t}, \rho)$ satisfies the following property

$$
\max _{\mathrm{t} \in[0,1]} \int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{d} \rho \leqslant \frac{1}{(\mathrm{p}-2) \Gamma(\mathrm{p})}, \mathrm{t} \in[0,1] .
$$

Proof. Since $\mathcal{H}(\mathrm{t}, \rho)=\frac{\mathfrak{t}^{\mathrm{p}-1}(1-\rho)^{\mathrm{p}-3}}{\Gamma(\mathfrak{p})}-\frac{(\mathrm{t}-\rho)^{\mathrm{p}-1}}{\Gamma(\mathfrak{p})} \leqslant \frac{\mathfrak{t}^{\mathrm{p}-1}(1-\rho)^{\mathrm{p}-3}}{\Gamma(\mathfrak{p})}$, it follows that

$$
\max _{\mathrm{t} \in[0,1]} \int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{d} \rho \leqslant \frac{1}{(\mathrm{p}-2) \Gamma(\mathrm{p})} .
$$

In the view of (3.5), we define an operator $\mathrm{T}: \mathrm{V} \rightarrow \mathrm{V}$ by

$$
\begin{equation*}
\mathrm{T} v(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho . \tag{3.6}
\end{equation*}
$$

Then, in view of the integral equation (3.5), we may write integral equation (3.6) as

$$
\begin{equation*}
(\mathrm{I}-\mathrm{T} v)(\mathrm{t})=0, \mathrm{t} \in[0,1] . \tag{3.7}
\end{equation*}
$$

It is obvious that the solution of equation (3.5) is the solution of equation (3.7), that is fixed point of the operator T . Using $\left(\mathrm{C}_{2}\right)$, for $v, y \in \mathrm{~V}$ and $v \leqslant y$, we obtain

$$
\mathrm{T} v(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho \leqslant \int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, \mathrm{y}(\rho)) \mathrm{d} \rho=\mathrm{T} y(\mathrm{t}),
$$

that is, T is nondecreasing.
Assume that
$\left(C_{4}\right) \alpha, \beta \in V$ are upper and lower solutions of (3.7) such that $\alpha \leqslant \beta$ on $[0,1]$.
Lemma 3.4. Under the assumptions $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{4}\right)$, there exists a monotone sequence of solution of the corresponding operator equation (3.7) which is converging to the solution of an integral equation (3.5).

Proof. Let $\left(\mathrm{C}_{4}\right)$ holds, then, we can prove that the operator T is continuous and nondecreasing (in view of $\left(\mathrm{C}_{1}\right)$ and $\left(\mathrm{C}_{2}\right)$ ). Let $v_{1}, v_{2} \in \mathrm{~V} \subset W$,

$$
\begin{aligned}
\left|T v_{1}(\mathrm{t})-\mathrm{T} v_{2}(\mathrm{t})\right| & =\left|\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}\left(\rho, v_{1}(\rho)\right) \mathrm{d} \rho-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}\left(\rho, v_{2}(\rho)\right) \mathrm{d} \rho\right| \\
& \leqslant \int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \left\lvert\, \mathrm{k}\left(\rho, v_{1}(\rho)-\mathrm{k}\left(\rho, v_{2}(\rho)\right) \left\lvert\, \mathrm{d} \rho \leqslant \frac{A}{(p-2) \Gamma(\mathfrak{p})}\left\|v_{1}-v_{2}\right\| .\right.\right.\right.
\end{aligned}
$$

Thus in view of continuity of $k$ we have $T$ is a continuous function. It is easy to prove that the operator $T$ is uniformly bounded and equi-continuous. Under the Arzela Ascoli Theorem statement that "If M be a family (finite or infinite) of an equi-continuous, uniformly bounded real valued functions $v$ on an interval $[0,1]$, then $M$ contains a uniformly convergent sequence of functions $v_{n}$, converging to a function $v$ in $W$ as $n \rightarrow \infty$, where $W$ denotes the space of all continuous bounded functions on $[0,1]$, thus any sequence
in V contains a uniformly bounded convergent subsequence on $[0,1]$ and consequently V has a compact closure in $W^{\prime \prime}$. We apply the aforementioned theorem for operator $T$. Therefore $T$ is a compact operator by aforesaid theorem. We choose $v_{0}=\alpha$. In view of upper and lower solutions and the increasing property of operator $T$, we have (in view of $\mathrm{C}_{4}$ ) that

$$
\begin{aligned}
\alpha & \leqslant \beta \\
v_{0} & \leqslant \beta \\
v_{0} \leqslant T v_{0} & \leqslant T \beta \leqslant \beta, \text { implies that } v_{0} \leqslant v_{1} \leqslant \beta \text { on }[0,1]
\end{aligned}
$$

where $v_{1}=\mathrm{T} v_{0}$ is an iterative solution of the operator equation (3.7). Again apply the operator T which gives

$$
T v_{0} \leqslant T v_{1} \leqslant T \beta \leqslant \beta, \text { that implies, } v_{1} \leqslant v_{2} \leqslant \beta \text { on }[0,1]
$$

where $v_{2}=\mathrm{T} \nu_{1}$ is an iterative solution of the operator equation (3.7). According to aforementioned manner, we obtain

$$
\begin{equation*}
v_{0} \leqslant v_{1} \leqslant v_{2} \leqslant \cdots \leqslant v_{n-1} \leqslant v_{n} \leqslant \beta \text { on }[0,1] \tag{3.8}
\end{equation*}
$$

which is a bounded monotone sequence $\left\{v_{n}\right\}$ of solutions of the operator equation (3.7). The boundedness and monotonicity of the sequence $\left\{v_{n}\right\}$ implies the existence of $v \in \mathrm{~V}$ so that $\nu_{n} \rightarrow \nu$ as $n \rightarrow \infty$. Hence, $v=\mathrm{T} v$, where $v$ is the solution of the integral equation (3.7) given by

$$
v(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho, \mathrm{t} \in[0,1] .
$$

Using the condition $\left(C_{3}\right)$, for any $v, y \in V$ and $v \leqslant y$ which implies that $k(t, v(t)) \leqslant k(t, y(t))$, we have

$$
\begin{equation*}
\|T y-T v\| \leqslant \Delta\|y-v\|, \text { where } \Delta=\frac{A}{(p-2) \Gamma(p)} \tag{3.9}
\end{equation*}
$$

Hence in view of (3.8) and (3.9), we get

$$
\begin{aligned}
\left\|v_{2}-v_{1}\right\| & =\left\|T v_{1}-T v_{0}\right\| \leqslant \Delta e_{1} \\
\left\|v_{3}-v_{2}\right\| & =\left\|T v_{2}-T v_{1}\right\| \leqslant \Delta^{2} e_{1} \\
\left\|v_{4}-v_{3}\right\| & =\left\|T v_{3}-T v_{2}\right\| \leqslant \Delta^{3} e_{1} \\
& \vdots \\
\left\|v_{n+1}-v_{n}\right\| & =\left\|T v_{n}-T v_{n-1}\right\| \leqslant \Delta^{n} e_{1}
\end{aligned}
$$

Thus for every positive integer $m, n$, one can obtain

$$
\begin{equation*}
\left\|v_{m+n}-v_{n}\right\| \leqslant\left\|v_{n+m}-v_{n+m-1}\right\|+\left\|v_{n+m-1}-v_{n+m-2}\right\|+\cdots+\left\|v_{n+1}-v_{n}\right\| \leqslant \Delta^{n} \frac{1-\Delta^{m}}{1-\Delta} e_{1} \tag{3.10}
\end{equation*}
$$

As $\Delta<1, \mathrm{n} \rightarrow \infty$ implies that $\left\|v_{\mathrm{m}+\mathrm{n}}-v_{\mathrm{n}}\right\| \rightarrow 0$. Thus $\left\{v_{\mathrm{n}}\right\}$ in V is a Cauchy sequence. Let $v^{*}(\mathrm{t})=$ $\lim _{n \rightarrow \infty} v_{n}(\mathrm{t})$, thus $\mathrm{T} v^{*}=v^{*}$. Apply $\mathrm{m} \rightarrow \infty$ in (3.10), then, we obtain the following estimate of error for lower solution,

$$
e_{n}=\left\|v^{*}-v_{n}\right\| \leqslant \frac{\Delta^{n}}{1-\Delta} e_{1}, \text { where } e_{1}=\left\|v_{1}-v_{0}\right\|
$$

Remark 3.5. If we choose $v_{0}=\beta$, then we obtain a monotone bounded decreasing sequence $\left\{v_{n}\right\}$ so that

$$
v_{0} \geqslant v_{1} \geqslant v_{2} \geqslant \cdots \geqslant v_{n-1} \geqslant v_{n} \geqslant \alpha \text { on }[0,1]
$$

which is converging to the solution of the problem (3.5). Similarly, for maximum error estimate for maximal solutions of the problem (1.1), one can easily obtain the following: $e_{n}^{*}=\left\|v_{n}^{*}-\bar{v}^{*}\right\| \leqslant \frac{\Delta^{n}}{1-\Delta} e_{1}^{*}$, where $e_{1}^{*}=$
$\left\|v_{0}^{*}-v_{1}^{*}\right\|$. According to the afore proved Lemma 3.4, the iterative sequences for the nonlinear fractional differential equation (1.1) are constructed as

$$
v_{n}(t)=\int_{0}^{1} \mathcal{H}(t, \rho) k\left(\rho, v_{n-1}\right) d \rho, n \geqslant 1, \quad v_{n}^{*}(t)=\int_{0}^{1} \mathcal{H}(t, \rho) k\left(\rho, v_{n-1}^{*}\right) d \rho, n \geqslant 1,
$$

from which, we have $v^{*}(\mathrm{t})=\lim _{\mathrm{n} \rightarrow \infty} v_{\mathrm{n}}(\mathrm{t}), \bar{v}^{*}(\mathrm{t})=\lim _{\mathrm{n} \rightarrow \infty} v_{\mathrm{n}}^{*}(\mathrm{t})$.
Theorem 3.6. Let consider the assumptions $\left(\mathrm{C}_{1}\right),\left(\mathrm{C}_{2}\right)$, and $\left(\mathrm{C}_{3}\right)$, and $\Delta<1$, then the BVP (1.1) has unique minimal and maximal solutions.

Proof. The proof is obvious and straight forward by using the hypothesis $\left(C_{1}\right),\left(C_{2}\right)$, and $\left(C_{3}\right)$, so we omit it.

## 4. Ulam type stability analysis of BVP (1.1)

In this section, we develop sufficient conditions for the Ulam stability analysis of the solutions to the considered BVP of FDEs (1.1). The required definitions and lemmas can be found in [3,5,9,21,2628, 34, 35].

Definition 4.1. The BVP (1.1) is said to be Ulam-Hyers stable if there exists $\mathbf{c}_{k} \in \mathbb{R}^{+}$such that for every $\varepsilon>0$ and for every solution $v \in C^{4}([0,1], \mathbb{R})$ of the inequality

$$
\begin{equation*}
\left|D^{p} v(t)+k(t, v(t))\right| \leqslant \varepsilon, t \in[0,1], \tag{4.1}
\end{equation*}
$$

there exists a unique solution $\bar{v} \in C^{4}([0,1], \mathbb{R})$ of the equation (1.1), such that

$$
|v(\mathrm{t})-\bar{v}(\mathrm{t})| \leqslant \mathbf{c}_{k} \varepsilon, \mathrm{t} \in[0,1] .
$$

Definition 4.2. The BVP of FDEs (1.1) is said to be generalized Ulam-Hyers stable if there exists $\varphi \in$ $C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), \varphi(0)=0$, such that for every solution $v \in C^{4}\left([0,1], \mathbb{R}^{+}\right)$of the inequality (4.1), there exists a unique solution $\bar{v} \in C^{4}\left([0,1], \mathbb{R}^{+}\right)$of the considered problem (1.1), such that

$$
|v(\mathrm{t})-\bar{v}(\mathrm{t})| \leqslant \phi(\mathrm{t}) \varepsilon, \mathrm{t} \in[0,1] .
$$

Definition 4.3. The BVP (1.1) is said to be Ulam-Hyers-Rassias stable with respect to $\phi \in C\left([0,1], \mathbb{R}^{+}\right)$, if there exists a non zero positive real number $\boldsymbol{c}_{k}$, such that for every $\varepsilon>0$ and for every solution $v \in C^{4}([0,1], \mathbb{R})$ of the inequality

$$
\left|\mathrm{D}^{\mathrm{p}} v(\mathrm{t})+\mathrm{k}(\mathrm{t}, v(\mathrm{t}))\right| \leqslant \varepsilon \phi(\mathrm{t}), \mathrm{t} \in[0,1],
$$

there exists a unique solution $\bar{v} \in C^{4}([0,1], \mathbb{R})$ of the considered problem (1.1), such that

$$
|v(\mathrm{t})-\bar{v}(\mathrm{t})| \leqslant \mathbf{c}_{\mathrm{k}} \varepsilon \phi(\mathrm{t}), \mathrm{t} \in[0,1] .
$$

Definition 4.4. The BVP (1.1) is said to be generalized Ulam-Hyers-Rassias stable with respect to $\phi \in$ $C([0,1], \mathbb{R})$, if there exists $\mathbf{c}_{\phi} \in \mathbb{R}^{+}$, such that for every solution $v \in C^{1}([0,1], \mathbb{R})$ of the inequality

$$
\left|D^{p} v(t)+k(t, v(t))\right| \leqslant \phi(t), t \in[0,1],
$$

there exists a unique solution $\bar{v} \in C^{4}([0,1], \mathbb{R})$ of the considered problem (1.1), such that

$$
|v(\mathrm{t})-\bar{v}(\mathrm{t})| \leqslant \mathbf{c}_{\mathrm{k}} \phi(\mathrm{t}), \mathrm{t} \in[0,1] .
$$

Remark 4.5. A function $v \in C^{4}([0,1], \mathbb{R})$ is a solution of the inequality (4.1) if there exists a function $\psi \in C([0,1], \mathbb{R})$ (dependent on $v$ ), such that
(I) $\mathrm{D}^{\mathrm{p}} v(\mathrm{t})+\mathrm{k}(\mathrm{t}, v(\mathrm{t}))=\psi(\mathrm{t}), \mathrm{t} \in[0,1]$;
(II) $|\psi(t)| \leqslant \varepsilon$, for all $t \in[0,1]$.

Theorem 4.6. Under the hypothesis $\left(C_{2}\right)$ and $\left(C_{3}\right)$ coupled with the condition $(p-2) \Gamma(p)>A$, the solutions of the BVP (1.1) are Ulam-Hyers stable and consequently generalized Ulam-Hyers stable.
Proof. Assume that $\left(\mathrm{C}_{2}\right)$ and $\left(\mathrm{C}_{3}\right)$ coupled with the condition $\Gamma(\mathrm{p}+1)>A$ hold. Let $v \in \mathrm{C}^{4}([0,1], \mathbb{R})$ be any solution of the inequality (4.1) and $\bar{v} \in C^{4}([0,1], \mathbb{R})$ be a unique solution of the BVP

$$
D^{p} v(t)+k(t, v(t))=\psi(t) \text { for all } t \in[0,1], 3<p \leqslant 4
$$

Thank to Lemma 3.1, we obtain

$$
v(t)=\int_{0}^{1} \mathcal{H}(t, \rho) k(\rho, v(\rho)) d \rho+\int_{0}^{1} \mathcal{H}(t, \rho) \psi(\rho) d \rho, \text { where } \psi \in C([0,1], \mathbb{R}),
$$

which yields

$$
\begin{equation*}
\left|v(\mathrm{t})-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho\right| \leqslant \frac{\varepsilon}{(p-2) \Gamma(p)}, \mathrm{t} \in[0,1] \tag{4.2}
\end{equation*}
$$

Using the inequality (4.2) and Remark 4.5, we get the stability result for solutions for $t \in[0,1]$ as

$$
\begin{aligned}
|v(\mathrm{t})-\bar{v}(\mathrm{t})| & =\left|v(\mathrm{t})-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, \bar{v}(\rho)) \mathrm{d} \rho\right| \\
& =\left|v(\mathrm{t})-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho+\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, \bar{v}(\rho)) \mathrm{d} \rho\right| \\
& \leqslant\left|v(\mathrm{t})-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho\right|+\int_{0}^{1}|\mathcal{H}(\mathrm{t}, \rho)| \mathrm{k}(\rho, v(\rho))-\mathrm{k}(\rho, \bar{v}(\rho)) \mid \mathrm{d} \rho
\end{aligned}
$$

which implies that

$$
\|v-\bar{v}\| \leqslant \frac{\varepsilon}{(p-2) \Gamma(p)}+\frac{A}{(p-2) \Gamma(p)}\|v-\bar{v}\|
$$

on simplification it gives

$$
\|v-\bar{v}\| \leqslant \frac{\varepsilon}{(p-2) \Gamma(p)-A}, \text { where } \mathbf{c}_{k}=\frac{1}{(p-2) \Gamma(p)-A}
$$

Hence the solutions of BVP (1.1) are Ulam-Hyers stable. By putting $\phi(\varepsilon)=\mathbf{c}_{k} \varepsilon, \phi(0)=0$, In view of this we have the conclusion that the solutions of BVP (1.1) are generalized Ulam-Hyers stable.

Remark 4.7. A function $v \in C^{3}([0,1], \mathbb{R})$ is a solution of the inequality (4.4) if there exists a function $\psi \in C([0,1], \mathbb{R})$ (dependent on $v$ ), such that
(I) $\mathrm{D}^{\mathrm{p}} v(\mathrm{t})+\mathrm{k}(\mathrm{t}, v(\mathrm{t}))=\psi(\mathrm{t}), \mathrm{t} \in[0,1]$;
(II) $|\psi(t)| \leqslant \varepsilon \phi(t)$ for all $t \in[0,1]$, where $\phi \in C([0,1], \mathbb{R})$.

Due to Remark 4.7, we get the solution of

$$
\begin{equation*}
D^{p} v(t)+k(t, v(t))=\psi(t), t \in[0,1], \quad v(0)=v^{\prime}(0)=v^{\prime \prime}(0)=v^{\prime \prime}(1)=0 \tag{4.3}
\end{equation*}
$$

by using Lemma 3.1 as

$$
v(t)=\int_{0}^{1} \mathcal{H}(t, \rho) k(\rho, v(\rho)) d \rho+\int_{0}^{1} \mathcal{H}(t, \rho) \psi(\rho) d \rho, \text { where } \psi \in C([0,1], \mathbb{R}),
$$

which yields

$$
\left|v(\mathrm{t})-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho\right| \leqslant \frac{\varepsilon}{(p-2) \Gamma(\mathrm{p})} \phi(\mathrm{t}), \mathrm{t} \in[0,1]
$$

Theorem 4.8. Assume that $\left(C_{2}\right)$ and $\left(C_{3}\right)$ along with the condition $(p-2) \Gamma(p)>A$ hold, then the solutions of BVP (1.1) are Llam-Hyers-Rassias stable. Further the solutions of the considered BVP (1.1) are generalized Ulam-Hyers-Rassias stable.

Proof. Let for every $t \in[0,1]$, if $v \in C^{4}([0,1], \mathbb{R})$ be any solution of the inequality (4.3) and $\bar{v} \in C^{4}([0,1], \mathbb{R})$ is the unique solution of BVP (1.1), then using Remark 4.7, we have

$$
\begin{aligned}
|v(t)-\bar{v}(t)| & =\left|v(t)-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, \bar{v}(\rho)) \mathrm{d} \rho\right| \\
& =\left|v(\mathrm{t})-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho+\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, v(\rho)) \mathrm{d} \rho-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}(\rho, \bar{v}(\rho)) \mathrm{d} \rho\right| \\
& \leqslant\left|v(\mathrm{t})-\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) k(\rho, v(\rho)) \mathrm{d} \rho\right|+\int_{0}^{1}|\mathcal{H}(\mathrm{t}, \rho)| \mathrm{k}(\rho, v(\rho))-\mathrm{k}(\rho, \bar{v}(\rho)) \mid \mathrm{d} \rho .
\end{aligned}
$$

Which implies that

$$
\|v-\bar{v}\| \leqslant \frac{\varepsilon \phi(\mathrm{t})}{(\mathrm{p}-2) \Gamma(\mathrm{p})}+\frac{A}{(p-2) \Gamma(p)}\|v-\bar{v}\|
$$

on simplification it gives

$$
\|v-\bar{v}\| \leqslant \varepsilon \mathbf{c}_{k} \phi(t), \text { where } \mathbf{c}_{k}=\frac{1}{(p-2) \Gamma(p)-A}
$$

Therefore the solutions of BVP (1.1) are Ulam-Hyers-Rassias stable. By putting $\varphi(\varepsilon)=\varepsilon \phi(t), \varphi(0)=0$. Analogously one can easily prove hat the solutions of BVP (1.1) are generalized Ulam-Hyers-Rassias stable.

## 5. Examples

Example 5.1.

$$
\left\{\begin{array}{l}
D^{\frac{7}{2}} v(t)+t+v^{0.5}(t)=0, t \in[0,1] \\
v(0)=v^{\prime}(0)=v^{\prime \prime}(0)=v^{\prime \prime}(1)=0
\end{array}\right.
$$

where $k(t, v(t))=t+v^{0.5}(t)$. On computation $A=0.00001$, from which it is easy to see that $\Delta=$ $\frac{A}{(p-2) \Gamma(p)}=2.0060 e^{-06}<1$. When $\mathfrak{n}=3$ is large enough. Therefore, we take the iterative sequences for approximate minimal and maximal solutions $\bar{v}_{n}$ and $\bar{v}_{n}^{*}$ as

$$
v^{*}(\mathrm{t})=v_{3}(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) k\left(\rho, v_{2}(\rho)\right) \mathrm{d} \rho, \quad \bar{v}^{*}(\mathrm{t})=v_{3}^{*}(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) k\left(\rho, v_{2}^{*}(\rho)\right) \mathrm{d} \rho,
$$

respectively. Let $v_{0}=-1, v_{0}^{*}=10$ be maximal and minimal solutions of the $\mathrm{BVP}(5.1)$ respectively, then

$$
\begin{aligned}
& e_{3}=\left\|v(t)-v_{3}(t)\right\| \leqslant \frac{\Delta^{3}}{1-\Delta} \times e_{1} \leqslant 8.07232184169 e^{-18} \times \max _{\mathrm{t} \in[0,1]}\left|v_{1}(\mathrm{t})+1\right| \simeq 9.04509912854 e^{-18} \\
& e_{3}^{*}=\left\|v(\mathrm{t})-v_{3}^{*}(\mathrm{t})\right\| \leqslant \frac{\Delta^{3}}{1-\Delta} \times e_{1}^{*} \leqslant 8.07232184169 e^{-18} \times \max _{\mathrm{t} \in[0,1]}\left|10-v_{1}^{*}(\mathrm{t})\right| \simeq 8.07232184169 e^{-17}
\end{aligned}
$$

In the given Figure 1, we provide the plot of approximate, minimal, and maximal solutions.
Clearly $A<(p-2) \Gamma(p)$, from which different kinds of stability results can be easily verified. Hence the solutions of BVP (5.1) are Ulam-Hyers, generalized Ulam Hyers, Ulam-Hyers-Rassias and generalized Ulam-Hyers-Rassias stable.


Figure 1: A plot of maximal and minimal solutions of Example 5.1.

## Example 5.2.

$$
\left\{\begin{array}{l}
\mathrm{D}^{\frac{10}{3}} v(\mathrm{t})+v^{\frac{2}{3}}(\mathrm{t})(1-\mathrm{t}) \mathrm{e}^{-v(\mathrm{t})}=0, \mathrm{t} \in[0,1] \\
v(0)=v^{\prime}(0)=v^{\prime \prime}(0)=v^{\prime \prime}(1)=0,
\end{array}\right.
$$

where $\mathrm{k}(\mathrm{t}, v(\mathrm{t}))=v^{\frac{2}{3}}(\mathrm{t})(1-\mathrm{t}) \mathrm{e}^{-v(\mathrm{t})}$. Let $\mathrm{A}=0.00001$, it is easy to see that $\Delta=\frac{\mathrm{A}}{(\mathrm{p}-2) \Gamma(\mathrm{p})}=2.6996 \mathrm{e}^{-06}<$ 1. When $n=3$ is large enough . Therefore, we can obtain the iterative sequences for approximate minimal and maximal solutions $\bar{v}_{n}$ and $\bar{v}_{n}^{*}$ as given by

$$
v^{*}(\mathrm{t})=v_{3}(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}\left(\rho, v_{2}(\rho)\right) \mathrm{d} \rho, \quad \bar{v}^{*}(\mathrm{t})=v_{3}^{*}(\mathrm{t})=\int_{0}^{1} \mathcal{H}(\mathrm{t}, \rho) \mathrm{k}\left(\rho, v_{2}^{*}(\rho)\right) \mathrm{d} \rho,
$$

respectively. Let $v_{0}=-0.1, v_{0}^{*}=0.1$ be maximal and minimal solutions respectively of the BVP (5.2), then

$$
\begin{aligned}
& e_{3}=\left\|v(t)-v_{3}(t)\right\| \leqslant \frac{\Delta^{3}}{1-\Delta} \times e_{1} \leqslant 1.96749624928 e^{-17} \times \max _{t \in[0,1]}\left|v_{1}(t)+0.1\right| \simeq 1.96749624928 e^{-18}, \\
& e_{3}^{*}=\left\|v(t)-v_{3}^{*}(t)\right\| \leqslant \frac{\Delta^{3}}{1-\Delta} \times e_{1}^{*} \leqslant 1.96749624928 e^{-17} \times \max _{t \in[0,1]}\left|0.1-v_{1}^{*}(t)\right| \simeq 1.96749624928 e^{-18} .
\end{aligned}
$$

The plot of approximate, maximal, and minimal solutions is given in Figure 2.


Figure 2: A plot of maximal and minimal solutions of Example 5.2.

It is obvious that $A<(p-2) \Gamma(p)$, from which different kinds of stability results can be easily verified. Hence the solutions of BVP (5.2) are Ulam-Hyers, generalized Ulam Hyers, Ulam-Hyers-Rassias, and generalized Ulam-Hyers-Rassias stable. The stable behaviors can be observed from Figure 2.

## 6. Conclusion

We have successfully established sufficient conditions for the existence of minimal and maximal solutions to boundary value problems of fractional order differential equations. The iterative approximate solutions are obtained of the boundary value problems of NFDEs via monotone iterative method. The obtained iterative approximate solutions of minimal and maximal solutions to the BVP (1.1) are also plotted via MATLAB software. The clear presentation of the iterative solutions in the plots illustrates that the monotone iterative technique is applicable and very efficient for the BVP of NFDEs. Furthermore, various type of stability have been investigated for the proposed BVP (1.1). We have also provided the maximum error estimates of each illustrative example of the proposed boundary value problems of NFDEs.
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