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Abstract

This paper is concerned with the dissipativity and stability of the theoretical solutions of a class of nonlinear multiple time delay integro-differential equations. At the first, we give a generalized Halanay inequality which plays an important role in the study of dissipativity and stability of integro-differential equations. Then, we apply the generalized Halanay inequality to the dissipativity and the stability the theoretical solution of delay integro-differential equations (or by small $\epsilon$ perturbed) and some interesting results are obtained. Our results generalize a few previous known results. Finally, two examples are provided to demonstrated the effectiveness and advantage of the theoretical results.
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1. Introduction

In the recent 40 years, the theories for delay differential equations (DDEs), delay integro-differential equations (DIDEs) and neutral delay differential equations (NDDEs) have been studied by many authors and a great deal of interesting results have been obtained.

In the study of dynamical systems, it is often the asymptotic behavior of the system that is of interest, and it is highly desirable to the dissipativity of the underlying system. The concept of global dissipativity as pointed out in [13] is a more general concept in dynamical systems and it has found applications in the areas such as stability theory, chaos and synchronization theory, and robust control. Up to now, some researchers have paid particular attention to the global dissipativity of several classes of simple neural networks with delays [1, 13, 19]. Very recently, some sufficient conditions for the global dissipativity of
a class of BAM neural networks with variable and bounded or unbounded time delays are derived by means of the Lyapunov functions and linear matrix inequality techniques [27].

However, the study on the dissipativity and stability of the integral differential equations is not much. In fact, delay integro-differential systems is widely existed.

For some examples:

(i) Volterra delay integro-differential system,
\[
\begin{aligned}
x'(t) &= g(t, x(t), x(t - \eta(t))), \int_{0}^{t} K(t, s, x(t - s)) \, ds, \quad t \geq 0, \\
x(t) &= \phi(t), \\
-\infty < t \leq 0;
\end{aligned}
\tag{1.1}
\]

(ii) following integro-differential neural network system
\[
\frac{dx_i(t)}{dt} = -d_i(t)x_i(t) + \sum_{j=1}^{n} a_{ij}(t)f_j(x_j(t)) + \sum_{j=1}^{n} \int_{0}^{\infty} K_{ij}(t, s)g_j(x_j(t - s)) \, ds + I_i(t),
\tag{1.2}
\]

where \( i = 1, 2, \ldots, n; \)

(iii) perturbed delay integro-differential equations by small \( \epsilon, \)
\[
\begin{aligned}
ev'(t, \epsilon) &= f(t, y(t, \epsilon), y(t - \tau(t), \epsilon), \int_{0}^{\sigma(t)} K(s)y((t - s), \epsilon) \, ds), \quad t \geq t_0, \\
y(t, \epsilon) &= \phi(s),
\end{aligned}
\tag{1.3}
\]

From the (1.1)-(1.3), we all know that those nonlinear integro-differential systems have the time-varying delays and distributed delays.

With the development of the theory on nonlinear differential equations (e.g., see [5, 22]), it is beneficial to obtain some new non-linear general delay differential inequalities. It is well known that inequalities such as the Halanay inequality [6], are important methods for investigating the dynamical behavior of differential equations.

**Halanay’s inequality:** If \( a > b > 0, \tau > 0 \) and
\[
\nu'(t) \leq -a\nu(t) + b \sup_{t-\tau \leq s \leq t} \nu(s), \quad t \geq t_0,
\]

then there exist \( \beta \) and \( \alpha > 0 \) such that
\[
\nu(t) \leq \beta e^{-\alpha|t-t_0|}, \quad t \geq t_0.
\]

In recent years, various inequalities have been established such as the impulsive inequalities or the delay inequalities in [2, 3, 7, 8, 15, 16, 18, 20, 25, 28, 31, 32, 34–36].

Up to now, only a few papers considered the global dissipativity of integro-differential equations with both time-varying delays and infinitely distributed time delays. In order to extend and improve the results obtained in [3, 4, 8, 14, 17, 29–31], this paper aims to obtain some sufficient conditions which ensuring the global dissipativity of integro-differential equations with both variable and infinitely distributed time delays. Especially, we develop a generalized Halanay inequality to approach the sufficient condition for the global dissipativity of integro-differential equations with both variable and infinitely distributed time delays, under the activation functions without satisfying the growth conditions. Furthermore, motivated by the analysis in [12, 14, 23, 24, 26, 29–31, 37, 38], global exponential dissipativity, the positive invariant sets, and globally exponential attractive sets of integro-differential equations with both variable and infinitely distributed time delays are also investigated by employing Lyapunov functions and a generalized Halanay inequality. Finally, two examples are presented to show that these dissipativity conditions are very easy-to-test by using Matlab program and Matlab LMI tool box.

The rest of the paper is organized as follows. In Section 2, we introduce a generalized Halanay inequality with multiple variable time delay. In Section 3, by using a generalized Halanay inequality, some novel sufficient conditions for dissipativity and global exponential stability of some integro-differential systems with time-varying delay is derived. In Section 4, two examples are illustrated to demonstrate the effectiveness of the obtained results.
2. The generalized Halanay inequality

**Theorem 2.1** (Generalized Halanay inequality). Consider the following generalized inequalities

\[
\begin{cases}
v'(t) \leq \gamma(t) + a(t)v(t) + \sum_{i=1}^{m} b_i(t)v(t)_{\tau_i(t)} + \sum_{j=1}^{n} c_j(t) \int_{0}^{+\infty} K_j(s)v(t-s)ds, & t > t_0, \\
v(t) = \phi(t), & t \in (-\infty, t_0],
\end{cases}
\]

where \(a(t) < 0, \gamma(t) \geq 0, b_i(t) \geq 0, c_j(t) \geq 0, \tau_i(t) \geq 0, i = 1, 2, \ldots, m, j = 1, 2, \ldots, n, v(t) \geq 0, [v(t)]_{\tau_i(t)} = \sup_{t-\tau_i(t) \leq s \leq t} v(s), \phi(t) \) is bounded and continuous on \((-\infty, t_0], \gamma^* = \sup_{t_0 \leq t < +\infty} \gamma(t), G = \sup_{-\infty < s \leq t_0} |\phi(s) - \gamma^*|.

the delay kernel \(K_j(\cdot) \geq 0\) and \(\int_{0}^{+\infty} K_j(s)e^{\mu s}ds < +\infty\) for some positive number \(\mu\).

If there exists \(\sigma > 0\) such that

\[
a(t) + \sum_{i=1}^{m} b_i(t) + \sum_{j=1}^{n} c_j(t) \int_{0}^{+\infty} K_j(s)ds \leq -\sigma < 0, \quad t \geq t_0,
\]

then there exists a constant \(\mu^* > 0\) such that

\[
v(t) \leq \frac{\gamma^*}{\sigma} + Ge^{-\mu^*(t-t_0)}, \quad t \geq t_0,
\]

where \(\mu^* \geq 0\) define as

\[
\mu^* = \inf_{t \geq t_0} \left\{ \mu + a(t) + \sum_{i=1}^{m} b_i(t)e^{\mu \tau_i(t)} + \sum_{j=1}^{n} c_j(t) \int_{0}^{+\infty} K_j(s)e^{\mu s}ds = 0 \right\}.
\]

**Proof.** We define the function \(F(t, \mu)\) by

\[
F(t, \mu) = \mu + a(t) + \sum_{i=1}^{m} b_i(t)e^{\mu \tau_i(t)} + \sum_{j=1}^{n} c_j(t) \int_{0}^{+\infty} K_j(s)e^{\mu s}ds,
\]

for any given fixed \(t \geq t_0\), we can obtain that

\[
F(t, 0) = a(t) + \sum_{i=1}^{m} b_i(t) + \sum_{j=1}^{n} c_j(t) \int_{0}^{+\infty} K_j(s)ds \leq -\sigma < 0, \quad \lim_{\mu \to +\infty} F(t, \mu) = +\infty,
\]

and

\[
F'(t, \mu) = 1 + \sum_{i=1}^{m} b_i(t)\tau_i(t)e^{\mu \tau_i(t)} + \sum_{j=1}^{n} c_j(t) \int_{0}^{+\infty} sK_j(s)e^{\mu s}ds > 0.
\]

Therefore, for any given \(t \geq t_0\), there is a unique positive \(\mu\) such that

\[
\mu + a(t) + \sum_{i=1}^{m} b_i(t)e^{\mu \tau_i(t)} + \sum_{j=1}^{n} c_j(t) \int_{0}^{+\infty} K_j(s)e^{\mu s}ds = 0.
\]

From the above equality, we obtain an implicit function \(\mu(t)\) for \(t \geq t_0\). By that definition, one has \(\mu^* \geq 0\). Define

\[
u(t) = \begin{cases}
(v(t) - \frac{\gamma^*}{\sigma})e^{\mu^*(t-t_0)}, & t > t_0, \\
v(t) - \frac{\gamma^*}{\sigma}, & -\infty < t \leq t_0,
\end{cases}
\]

(2.2)
from above Eq. (2.2), we have, for $t \geq t_0$,

$$
\frac{du(t)}{dt} = \frac{dv(t)}{dt} e^{\mu^*(t-t_0)} + (v(t) - \frac{\gamma^*}{\sigma}) \mu^* e^{\mu^*(t-t_0)} \\
< \left[ \gamma(t) + a(t)v(t) + \sum_{i=1}^{n} b_i(t)[v(t)]_{\tau_i} \right] + \sum_{j=1}^{m} (c_j(t) \int_{0}^{+\infty} K_j(s) v(t-s) ds) e^{\mu^*(t-t_0)} \\
+ (v(t) - \frac{\gamma^*}{\sigma}) \mu^* e^{\mu^*(t-t_0)} \\
< \gamma(t) e^{\mu^*(t-t_0)} + a(t)v(t) e^{\mu^*(t-t_0)} + \sum_{i=1}^{m} b_i(t)[v(t)]_{\tau_i} e^{\mu^*(t-t_0)} \\
+ \sum_{j=1}^{n} (c_j(t) \int_{0}^{+\infty} K_j(s) v(t-s) ds) e^{\mu^*(t-t_0)} + (v(t) - \frac{\gamma^*}{\sigma}) \mu^* e^{\mu^*(t-t_0)} \\
= \gamma(t) e^{\mu^*(t-t_0)} - \frac{\gamma^*}{\sigma} \mu^* e^{\mu^*(t-t_0)} + (a(t) + \mu^*) v(t) e^{\mu^*(t-t_0)} \\
+ \sum_{j=1}^{n} (c_j(t) \int_{0}^{+\infty} K_j(s) v(t-s) e^{\mu^*(t-s-t_0)} e^{\mu^* s} ds) + \sum_{i=1}^{m} b_i(t)[v(t)]_{\tau_i} e^{\mu^*(t-t_0)} \\
= \gamma(t) e^{\mu^*(t-t_0)} - \frac{\gamma^*}{\sigma} \mu^* e^{\mu^*(t-t_0)} + (a(t) + \mu^*) v(t) e^{\mu^*(t-t_0)} \\
+ \sum_{j=1}^{n} (c_j(t) \int_{0}^{+\infty} K_j(s) v(t-s) e^{\mu^*(t-s-t_0)} e^{\mu^* s} ds) + \sum_{i=1}^{m} b_i(t)[v(t)]_{\tau_i} e^{\mu^*(t-t_0)} \\
\leq \gamma(t) e^{\mu^*(t-t_0)} + a(t) \left( \frac{\gamma^*}{\sigma} \mu^* e^{\mu^*(t-t_0)} \right) + \sum_{i=1}^{m} b_i(t)[v(t)]_{\tau_i} e^{\mu^*(t-t_0)} \\
+ \sum_{j=1}^{n} (c_j(t) \int_{0}^{+\infty} K_j(s) ds) \frac{\gamma^*}{\sigma} e^{\mu^*(t-t_0)} + (a(t) + \mu^*) u(t) \\
+ \sum_{i=1}^{m} b_i(t) e^{\mu^* \tau(t)} [u(t)]_{\tau_i} + \sum_{j=1}^{m} (c_j(t) \int_{0}^{+\infty} K_j(s) e^{\mu^* s} ds) [u(t)]_{\tau_i}.
$$

(2.3)

Since $v(t)$ is continuous and defined for $t \in (-\infty, t_0]$, we let

$$
\sup_{t_0 - \tau(t_0) \leq t \leq t_0} |v(t) - \frac{\gamma^*}{\sigma}| = G.
$$

Let $\delta > 1$ be arbitrary, we have $u(t) < \delta G$ for $t \in (-\infty, t_0]$. We claim

$$
u(t) < \delta G, \quad t > t_0.
$$

Suppose $u(t) < \delta G$ does not hold for $t > t_0$. Let

$$
t_1 = \inf\{t | u(t) = \delta G, \quad t > t_0\},
$$

then

$$
\begin{cases}
  u(t) < \delta G, & -\infty < t < t_1, \\
  u(t_1) = \delta G,
\end{cases}
$$
and

\[
\frac{du(t)}{dt}|_{t=t_1} \geq 0.
\] (2.4)

From (2.3) and (2.4), it yields

\[
0 \leq \frac{du(t)}{dt}|_{t=t_1} \leq \gamma(t_1)e^{\mu_\tau(t_1-t_0)} + \left( a(t_1) + \sum_{i=1}^{m} b_i(t_1) + \sum_{j=1}^{n} c_j(t_1) \int_{0}^{+\infty} K_j(s)ds \right) \frac{\gamma^*}{\sigma} e^{\mu_\tau(t_1-t_0)} + \left( \mu^* + a(t_1) + \sum_{i=1}^{m} b_i(t_1)e^{\mu_\tau(t_1-t_0)} + \sum_{j=1}^{n} c_j(t_1) \int_{0}^{+\infty} K_j(s)e^{\mu_\tau s}ds \right) \delta G
\]

\[
\leq \gamma^* e^{\mu_\tau(t_1-t_0)} \left( 1 + \frac{a(t_1) + \sum_{i=1}^{m} b_i(t_1) + \sum_{j=1}^{n} c_j(t_1) \int_{0}^{+\infty} K_j(s)ds}{\sigma} \right) < 0,
\]

which contradicts (2.4). So \( u(t) < \delta G \) for \( t > t_0 \). Let \( \delta \to 1, u \leq G \), so, we have \( v(t) \leq \frac{\gamma^*}{\sigma} + Ge^{\mu_\tau(t-t_0)} \). So, the proof of the Theorem 2.1 is completed.

**Remark 2.2.** If \( \gamma(t) \equiv 0, c_j(t) \equiv 0 \) \((j = 1, 2, \ldots, n)\), then the inequality (2.1) can be rewritten as

\[
\begin{cases}
\v'(t) \leq a(t)v(t) + \sum_{i=1}^{m} b_i(t)[v(t)]_{\tau_i}, \\
v(t) = \phi(t), \quad t \in (-\infty, t_0].
\end{cases}
\] (2.5)

If \( \gamma(t) \equiv 0, b_i(t) \equiv 0 \) \((i = 1, 2, \ldots, m)\), then the inequality (2.1) can be rewritten as

\[
\begin{cases}
\v'(t) \leq a(t)v(t) + \sum_{j=1}^{n} c_j(t) \int_{0}^{+\infty} K_j(s)v(t-s)ds, \\
v(t) = \phi(t), \quad t \in (-\infty, t_0].
\end{cases}
\] (2.6)

If \( c_j(t) \equiv 0 \) \((j = 1, 2, \ldots, n)\), then the inequality (2.1) can be rewritten as

\[
\begin{cases}
\v'(t) \leq \gamma(t) + a(t)v(t) + \sum_{i=1}^{m} b_i(t)[v(t)]_{\tau_i}, \\
v(t) = \phi(t), \quad t \in (-\infty, t_0].
\end{cases}
\] (2.7)

In references \([3, 6–8, 15, 16, 20, 25, 28, 31, 32, 34–36]\), those results exploited the inequality (2.5) or (2.6) or (2.7). Therefore, those inequalities can be regarded as special cases of Theorem 2.1. That is to say, the conclusions of those above inequalities are a special case of our results.

**Remark 2.3.** In this paper, the proof method of Theorem 2.1 is different to those in reference \([3, 8, 32, 36]\). Our methods is easy to understand and the proof is not complicated.

**Remark 2.4.** In reference \([36]\), the authors considered the following system:

\[
v'(t) \leq -a(t)v(t) + b(t) \sup_{t-\tau \leq s \leq t} v(s), \quad t \geq t_0,
\]

they require \( a(t) \geq a > 0 \) and \( 0 < b(t) \leq q_0a(t) \) for all \( t \geq t_0 \) with \( 0 < q < 1 \). In fact, \( a(t) \geq a > 0 \) and \( 0 < b(t) \leq q_0a(t) \) is too limited. However, in Theorem 2.1, we only need \( a(t) \) and \( b(t) \) satisfy the following relationship

\[-a(t) + b(t) \leq -\sigma < 0,
\]

where \( \sigma \) is a constant.

**Remark 2.5.** In the generalized Halanay’s inequality of Theorem 2.1, the \( \tau(t) \) can not a constant. In addition, we do not request that \( t - \tau(t) \to +\infty \) when \( t \to +\infty \).
3. Dissipativity and stability of delay integro-differential equations

3.1. Perturbed delay integro-differential equations by small $\epsilon$

Singly perturbed delay differential equations arise in the study of an “optically bistable device” and in a variety of models for physiological processes or diseases. Such a problem has also appeared to describe the so-called human pupil-light reflex.

For example, Ikeda adopted the model

$$\epsilon y'(t, \epsilon) = -y(t, \epsilon) + A^2[1 + 2B \cos(y(t-1, \epsilon))],$$

to describe an optically bistable device and showed numerically that instability or chaotic behavior occurs for small $\epsilon$ and certain values of $A, B$, for the following system:

$$\begin{align*}
\begin{cases}
\epsilon y'(t, \epsilon) &= f\left(t, y(t, \epsilon), y(t-\tau(t), \epsilon), \int_0^{\sigma(t)} K(s)y((t-s), \epsilon)ds\right), & t \geq t_0, \\
y(t, \epsilon) &= \phi(s), & t \leq t_0.
\end{cases} \\
\epsilon z'(t, \epsilon) &= f\left(t, z(t, \epsilon), z(t-\tau(t), \epsilon), \int_0^{\sigma(t)} K(s)z((t-s), \epsilon)ds\right), & t \geq t_0,
\end{align*} \tag{3.1}$$

and

$$\begin{align*}
\epsilon z'(t, \epsilon) &= f\left(t, z(t, \epsilon), z(t-\tau(t), \epsilon), \int_0^{\sigma(t)} K(s)z((t-s), \epsilon)ds\right), & t \geq t_0, \\
z(t, \epsilon) &= \psi(s), & t \leq t_0.
\end{align*} \tag{3.2}$$

**Definition 3.1.** The problem is said to be dissipative in $H$ if there exists a bounded set $B \in H$, such that for any given bounded set $\Phi \subset H$, there is a time $t^* = t^*(\Phi)$, such that for any given initial function $\varphi \in C[-\tau, 0]$ with $\varphi(t)$ contained in $\Phi$ for all $t \in [-\tau, 0]$, the values of the corresponding solution $y(t)$ of the problem are contained in $B$ for all $t \geq t^*$. Here $B$ is called an absorbing set of the problem.

**Definition 3.2** (Exponentially stable uniformly for small $\epsilon$). The solution $y(t, \epsilon)$ of Eq. (3.1) is said to be exponentially stable uniformly for sufficiently small $\epsilon$ if it is asymptotically stable and there exist finite constants $K > 0, \gamma > 0$, and $\delta > 0$, which are independent of $\epsilon \in (0, \epsilon_0]$ for some $\epsilon_0$ such that $\|y(t, \epsilon) - z(t, \epsilon)\| \leq Ke^{-\gamma(t-t_0)}$ for $t \geq t_0$ and for any initial perturbation satisfying $\sup_{s \in [t_0-\tau, t_0]} \|\phi(s) - \psi(s)\| < \delta$.

Here $z(t, \epsilon)$ is the solution of Eq. (3.2) corresponding to the initial function $\psi$.

**Theorem 3.3.** Consider the system (3.1) and (3.2), where $f$ is sufficiently differential with respect to both the last three variables $0 \leq \tau(t) \leq \tau^*$, where $\tau^*$ is a constant, and the initial functions $\phi(s)$ and $\psi(s)$ are bounded and continuous for $-\infty < t \leq t_0$ and $\int_{-\infty}^{+\infty} K(s)e^{\mu s}ds < +\infty (\mu > 0)$. Suppose

$$\begin{align*}
\text{Re(f(t, y_1, u, v) - f(t, y_2, u, v), y_1 - y_2)} &\leq \eta(t)\|y_1 - y_2\|, t \geq 0, u, v, y_1, y_2 \in \mathbb{C}^s, \\
\|f(t, y, u_1, v) - f(t, y, u_2, v)\| &\leq \zeta(t)\|u_1 - u_2\| + \theta(t)\|v_1 - v_2\|, t \geq 0,
\end{align*}$$

where $y, u_1, u_2, v_1, v_2 \in \mathbb{C}^s$, and $\eta(t) < 0, \sigma > 0, \zeta(t), \theta(t)$ are continuous and satisfy

$$\eta(t) + \zeta(t) + \theta(t) \int_0^{+\infty} K(s)ds \leq -\sigma < 0, \quad t \geq t_0,$$

where $\mathbb{C}^s$ is the $s$-dimensional complex vector space, $\mathbb{R} \langle \cdot, \cdot \rangle$ is real parts, and $\| \cdot \|$ is the induced norm of the inner product $\langle u, v \rangle = v^* u$.

If (3.1) and (3.2) each has a unique solution, then there exists a small $\epsilon_0 > 0$ such that the solution of (3.1) is exponentially stable uniformly for sufficiently small $\epsilon \in (0, \epsilon_0]$.

**Proof.** According to the definition of the norm on $\mathbb{C}^s$, we have

$$\frac{1}{2} \epsilon \frac{d}{dt} \|y(t, \epsilon) - z(t, \epsilon)\|^2 = \text{Re}(\epsilon y'(t, \epsilon) - \epsilon z'(t, \epsilon), y(t, \epsilon) - z(t, \epsilon))$$
Application of Schwartz’a inequality yields

\[
\frac{1}{2} \varepsilon \frac{d}{dt} \| y(t, \varepsilon) - z(t, \varepsilon) \|^2 \\
\leq \eta(t) \| y(t, \varepsilon) - z(t, \varepsilon) \|^2 + \zeta(t) \| y(t, \varepsilon) - z(t, \varepsilon) \| \| y(t - \tau(t), \varepsilon) - z(t - \tau(t), \varepsilon) \|
\]

\[
+ \theta(t) \| y(t, \varepsilon) - z(t, \varepsilon) \| \int_0^{\sigma(t)} \| K(s) (y(t - s, \varepsilon) - z(t - s, \varepsilon)) \| ds
\]

\[
\leq \eta(t) \| y(t, \varepsilon) - z(t, \varepsilon) \|^2 + \zeta(t) \| y(t, \varepsilon) - z(t, \varepsilon) \| \sup_{t - \tau(t) \leq s \leq t} \| y(s, \varepsilon) - z(s, \varepsilon) \|
\]

\[
+ \theta(t) \int_0^{+\infty} K(s) \| y(t, \varepsilon) - z(t, \varepsilon) \| \sup_{-\infty < s \leq t} \| y(s, \varepsilon) - z(s, \varepsilon) \|
\]

\[
\leq \eta(t) \| y(t, \varepsilon) - z(t, \varepsilon) \|^2 + \zeta(t) \sup_{t - \tau(t) \leq s \leq t} \| y(s, \varepsilon) - z(s, \varepsilon) \|^2
\]

\[
+ \theta(t) \int_0^{+\infty} K(s) \sup_{-\infty < s \leq t} \| y(s, \varepsilon) - z(s, \varepsilon) \|^2.
\]

Denote \( V(t, \varepsilon) = \| y(t, \varepsilon) - z(t, \varepsilon) \|^2 \). It follows from (3.3) with \( \varepsilon > 0 \) that

\[
V'(t, \varepsilon) \leq \frac{2\eta(t)}{\varepsilon} V(t, \varepsilon) + \frac{2\zeta(t)}{\varepsilon} \sup_{t - \tau(t) \leq s \leq t} V(s, \varepsilon) + \frac{2\theta(t)}{\varepsilon} \int_0^{+\infty} K(s) \sup_{-\infty < s \leq t} V(s, \varepsilon).
\]

A direct application of Theorem 2.1 yields,

\[
V(t, \varepsilon) \leq \hat{\mathcal{G}} e^{-\mu^*(\varepsilon)(t - t_0)}, \quad t \geq t_0.
\]

Here

\[
\mu^*(\varepsilon) = \inf_{t \geq t_0} \left\{ \mu(t) : \mu(t) + \frac{2\eta(t)}{\varepsilon} e^{\mu(t)\tau(t)} + \frac{2\zeta(t)}{\varepsilon} \int_0^{+\infty} K(s) e^{\mu(s)\varepsilon} ds = 0 \right\},
\]

and \( \hat{\mathcal{G}} \geq 0 \) only depends on the initial condition \( \| \phi(t) - \psi(t) \| \).

For any fixed \( t \geq t_0 \), let \( \mu(t, \varepsilon) \) be defined as the unique positive zero of

\[
\mu(t) + \frac{2\eta(t)}{\varepsilon} e^{\mu(t)\tau(t)} + \frac{2\zeta(t)}{\varepsilon} \int_0^{+\infty} K(s) e^{\mu(s)\varepsilon} ds = 0.
\]
It can be proved that \( \mu(t, \varepsilon_2) \geq \mu(t, \varepsilon_1) \) whenever \( \varepsilon_2 \geq \varepsilon_1 > 0 \). This implies \( \mu^*(\varepsilon_1) \geq \mu^*(\varepsilon_2) \) and thus we proved that \( \mu^*(\varepsilon) \) is monotonically decreasing with respect to the variable \( \varepsilon \). Hence we deduce that there exists a small \( \varepsilon_0 \) such that the solution \( y(t, \varepsilon) \) is exponentially stable uniformly for sufficiently small \( \varepsilon \in (0, \varepsilon_0) \). This completes the proof.

\[ \square \]

3.2. Application to Volterra delay integro-differential equations

Consider the initial value problem in Volterra delay integro-differential equations

\[
\begin{aligned}
x'(t) &= g(t, x(t), x(t - \tau(t)) + \int_0^{\tau(t)} K(t, s, x(t - s)) ds), \\
x(t) &= \phi(t),
\end{aligned}
\tag{3.4}
\]

where \( \eta(t), \sigma(t) \in C[0, +\infty) \) with \( -\tau \leq \eta(t) \leq t \), \( \sigma(t) \) is a bounded function, the initial function \( \phi(t) \) is bounded and continuous and the continuous mapping \( K : [0, +\infty) \times [-\tau, +\infty) \times R \rightarrow R \) satisfying

\[ ||K(t, s, x(t - s))|| \leq k(t, s)||x(t - s)||, k(t, s) > 0 \text{ and } \int_0^{+\infty} k^2(t, s) ds < +\infty, \]

and continuous mapping \( g : [0, +\infty) \times R \times R \times R \rightarrow R \) satisfying

\[
\frac{1}{2} \text{Re}(u, g(t, u, v_1, v_2)) \leq \gamma(t) + \alpha(t)||u||^2 + \beta(t)||v_1||^2 + \omega(t)||v_2||^2,
\]

\[ t \in [0, +\infty), u, v_1, v_2 \in R, \text{ where } \alpha(t) < 0, \gamma(t) \geq 0, \beta(t) \geq 0, \omega(t) \geq 0, \gamma^* = \sup_{0 \leq t < +\infty} \gamma(t). \]

Thus the result of the Theorem 2.1 in the present paper can be directly applied to this special case, and we thus obtain the following dissipativity result.

**Theorem 3.4.** Suppose that \( x(t) \) is a solution of the problem (3.4) and there exists a constant \( \sigma > 0 \) such that

\[
\alpha(t) + \beta(t) + \omega(t)\sigma(t) \int_0^{+\infty} k^2(t, s) ds \leq -\sigma < 0, \quad t \geq 0.
\]

Then

(i) for any given \( \varepsilon > 0 \), there exists a positive number \( t^* = t^*(||\varphi||_\infty, \varepsilon) \), such that

\[ ||y(t)||^2 < \frac{\gamma^*}{\sigma} + \varepsilon, \quad t > t^*; \]

(ii) for any given \( \varepsilon > 0 \), the problem (3.4) is dissipative with an absorbing set \( B = B(0, \sqrt{\frac{\gamma^*}{\sigma}} + \varepsilon) \).

**Proof.** From \( ||K(t, s, x)|| \leq k(t, s)||x|| \), we know,

\[
\int_0^{\tau(t)} K(t, s, x(t - s)) ds \leq \int_0^{\tau(t)} ||K(t, s, x(t - s))|| ds \leq \int_0^{\tau(t)} k(t, s)||x(t - s)|| ds < \int_0^{+\infty} k(t, s)||x(t - s)|| ds.
\]

Let \( V(t) = x^2(t) \), for \( t \geq 0, \)

\[
\frac{dV}{dt} = 2x(t)x'(t) \leq \gamma(t) + \alpha(t)||x||^2 + \beta(t)||x(t - \eta(t))||^2 + \omega(t)||x(t - \sigma(t))||^2 \int_0^{\tau(t)} K(t, s, x(t - s)) ds
\]

\[
\leq \gamma(t) + \alpha(t)||x||^2 + \beta(t) \sup_{-\eta(t) \leq s \leq t} ||x||^2 + \omega(t)\sigma(t) \int_0^{+\infty} k^2(t, s)||x(t - s)||^2 ds,
\]

by the proof of the Theorem 2.1, we can obtain the conclusions of the Theorem 3.4.

\[ \square \]
3.3. Stability of multiple delay differential systems

\[
\begin{aligned}
x'(t) &= Ax(t) + \sum_{i=1}^{n} B_i x(t - \tau_i(t)) + \sum_{j=1}^{m} C_j \int_{0}^{\tau(t)} K_j(s)x(t-s)ds, \quad t \geq 0, \\
x(t) &= \phi(t), \quad -\infty < t \leq 0,
\end{aligned}
\tag{3.5}
\]

where \( x : \mathbb{R} \to \mathbb{R}^n \) is the state, \( \tau_i(t) \geq 0, 0 \leq \sigma(t) \leq \sigma^*, \) the delay kernel \( K_j(\cdot) \geq 0 \) and \( \int_{0}^{\infty} K_j(s)e^{\mu s}ds < +\infty (\mu > 0), \) \( G = \sup_{-\infty < s \leq t_0} |\phi(s)|, \) \( A, B, C \) are \( n \times n \) constant matrices.

In the following, we can conclude a sufficient condition for globally exponentially stable by the generalized Halanay inequality.

**Theorem 3.5.** The zero solution of (3.5) is globally exponentially stable if there exist \( p < 0, q_i \geq 0, w_j \geq 0 \) and \( n \times n \) matrices \( P, Q_i, W_j > 0 \) \( (i = 1, 2, \ldots, n, j = 1, 2, \ldots, m) \), such that

\[
Q_i \leq q_i P, \quad W_j \leq w_j P, \quad p + \sum_{i=1}^{n} q_i + \sum_{j=1}^{m} w_j \sigma^* \int_{0}^{\infty} K_j^2(s)ds < 0,
\]

and

\[
M = \begin{pmatrix}
PA + A^TP - pP & PB_1 & \cdots & PB_n & PC_1 & \cdots & PC_m \\
B_1^TP & -Q_1 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
B_n^TP & 0 & \cdots & -Q_n & 0 & \cdots & 0 \\
C_1^TP & 0 & \cdots & 0 & -W_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
C_m^TP & 0 & \cdots & 0 & 0 & \cdots & -W_m
\end{pmatrix} \leq 0
\]

hold.

**Proof.** Let \( x \) be a solution of (3.5) and define \( v(t) = x^T(t)Px(t) \). Then

\[
v'(t) = (x'(t))^TPx(t) + x^T(t)Px'(t)
\]

\[
= \left(Ax(t) + \sum_{i=1}^{n} B_i x(t - \tau_i(t)) + \sum_{j=1}^{m} C_j \int_{0}^{\tau(t)} K_j(s)x(t-s)ds\right)^T P x(t)
\]

\[
+ x^T(t)P \left(Ax(t) + \sum_{i=1}^{n} B_i x(t - \tau_i(t)) + \sum_{j=1}^{m} C_j \int_{0}^{\tau(t)} K_j(s)x(t-s)ds\right)
\]

\[
= X \begin{pmatrix}
PA + A^TP & PB_1 & \cdots & PB_n & PC_1 & \cdots & PC_m \\
B_1^TP & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
B_n^TP & 0 & \cdots & 0 & 0 & \cdots & 0 \\
C_1^TP & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
C_m^TP & 0 & \cdots & 0 & 0 & \cdots & 0
\end{pmatrix} \leq 0
\]

\[
= X \begin{pmatrix}
PA + A^TP - pP & PB_1 & \cdots & PB_n & PC_1 & \cdots & PC_m \\
B_1^TP & -Q_1 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
B_n^TP & 0 & \cdots & -Q_n & 0 & \cdots & 0 \\
C_1^TP & 0 & \cdots & 0 & -W_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
C_m^TP & 0 & \cdots & 0 & 0 & \cdots & -W_m
\end{pmatrix} \leq 0
\]
In reference \[7, 9–11, 16, 21, 33–36\], the conclusion of these inequalities can be used as a special case of

\[
\frac{d}{dt} + px^T(t)Px(t) + \sum_{i=1}^{n} x^T(t - \tau(t)) Q_i x(t - \tau(t)) + \sum_{j=1}^{m} \int_0^{\sigma(t)} K_j(s)x(t - s)dsW_j \int_0^{\sigma(t)} K_j(s)x(t - s)ds \leq px^T(t)Px(t) + \sum_{i=1}^{n} q_i x^T(t - \tau_i(t))Px(t - \tau_i(t)) + \sum_{j=1}^{m} w_j \sigma^* \int_0^{+\infty} K_j^2(s)x^T(t - s)Px(t - s)ds \leq pv(t) + \sum_{i=1}^{n} q_i [v(t)]_{\tau_i} + \sum_{j=1}^{m} w_j \sigma^* \int_0^{+\infty} K_j^2(s)v(t - s)ds,
\]

where

\[
X = \left\{ x(t), x(t - \tau_1(t)), \ldots, x(t - \tau_n(t)) \right\} \bigg| \int_0^{\sigma(t)} K_1(s)x(t - s)ds, \ldots, \int_0^{\sigma(t)} K_m(s)x(t - s)ds \bigg\}.
\]

Hence the conditions of Theorem 2.1 are satisfied, it yields

\[
v(t) \leq Ge^{-\mu^*(t-t_0)}, \quad t \in \mathbb{R}^+,
\]

where

\[
\mu^* = \inf_{\mu \neq t_0} \left\{ \mu : \mu + p + \sum_{i=1}^{n} q_i e^{\mu \tau_i(t)} + \sum_{j=1}^{m} w_j \sigma^* \int_0^{+\infty} K_j^2(s)e^{\mu s}ds = 0 \right\}.
\]

Therefore, the zero solution of (3.5) is globally exponentially stable. \(\square\)

**Remark 3.6.** For the nonlinear system of Eq. (3.5), if given the Lipschitz condition or other conditions, it can also obtain some sufficient conditions for stability by the generalized Halanay inequality.

**Remark 3.7.** The inequalities (2.1) can be extended to the case of impulsive differential inequalities:

\[
\begin{aligned}
D^+v(t) &\leq g(t) + a(t)v(t) + \sum_{i=1}^{n} b_i(t)v(t)_{\tau_i} + \sum_{i=1}^{n} c_i(t) \int_0^{+\infty} K_i(s)v(t - s)ds, \quad t \neq t_k, t \geq 0, \\
v(t_k) &\leq p_k v(t_k^-) + q_{1k} v(t_k^-)_{\tau_1} + q_{2k} v(t_k^-)_{\tau_2} + \cdots + q_{mk} v(t_k^-)_{\tau_m}, \quad t = t_k, k \in \mathbb{N}_+, \\
v(t) &= \phi(t),
\end{aligned}
\]

(3.6)

In reference [7, 9–11, 16, 21, 33–36], the conclusion of these inequalities can be used as a special case of the inequality (3.6).

### 4. Application

In this section, two examples are presented to demonstrate the effectiveness of our results about the dissipativity and stability of a class of nonlinear multiple time delay integro-differential equations.

**Example 4.1.** Consider the Volterra delay integro-differential equations:

\[
\begin{aligned}
x'(t) &= g(t, x(t), x(t - \eta(t)), \int_0^{\sigma(t)} K(t, s, x(t - s))ds), \quad t \geq 0, \\
x(t) &= \phi(t),
\end{aligned}
\]

(4.1)

If

\[
\frac{1}{2} \Re\left| x(t, x(t, x(t - \eta(t)), \int_0^{\sigma(t)} K(t, s, x(t - s))ds) \right| \leq \gamma(t) + \alpha(t)\|x\|^2 + \beta(t)\|x(t - \eta(t))\|^2 + \omega(t)\| \int_0^{\sigma(t)} K(t, s, x(t - s))ds \|^2,
\]

where

\[
\gamma(t), \alpha(t), \beta(t), \omega(t) \geq 0, \quad \gamma(t) \in C([0, \infty), \mathbb{R}_+), \quad \alpha(t), \beta(t), \omega(t) \in C([0, \infty), \mathbb{R}_+).
\]
where $G = \sup_{-\infty < s \leq t_0} \left| \phi(s) \right|$, $-1 \leq \eta(t) = \sin t \leq t$, $\sigma(t) = e^{2t}$, $\gamma(t) = 1 + \frac{1}{t+1}$, $\gamma^* = 2$.

Let $k(t,s) = e^{-t-s}$, $\alpha(t) = -2t - 2$, $\beta(t) = t$, $\omega(t) = 2t$. It leads to

$$\alpha(t) + \beta(t) + \omega(t)\sigma(t) \int_0^{+\infty} k^2(t,s) ds = -2t - 2 + 2te^{2t} \int_0^{+\infty} e^{-2(t+s)} ds = -t - 2 + t = -2 = -\sigma < 0,$$

so, the conditions of Theorem 3.4 are satisfied.

From the Theorem 3.4, we obtained, for any given $\epsilon > 0$, there exists a positive number $t^* = t^*(G, \epsilon)$, such that

$$\|x(t)\|^2 < 1 + \epsilon, \quad t > t^*,$$

and the problem (4.1) is dissipative with an absorbing set $B = B(0, \sqrt{1+\epsilon})$.

**Example 4.2.** Consider the stability of multiple delay differential systems:

$$\left\{ \begin{array}{l}
x'(t) = Ax(t) + Bx(t - \tau(t)) + C \int_0^{\sigma(t)} K(s)x(t-s) ds, \\
x(t) = \phi(t),
\end{array} \right. \quad t \geq 0,$$

where $x = (x_1(t), x_2(t))^T$, $\tau(t) = 2 + \sin t$, $0 < \sigma(t) = 5 + \cos t < 6 = \sigma^*$, $G = \sup_{-\infty < s \leq t_0} \left| \phi(s) \right|$, the delay kernel $K(t) = e^{-2t}$, and $\mu = 1$. If $A = \begin{pmatrix} -6 & 1 \\ 1 & -6 \end{pmatrix}$, $B = \begin{pmatrix} 1 \\ -0.5 \end{pmatrix}$, $C = \begin{pmatrix} 1 & -0.2 \\ 0.1 & 1 \end{pmatrix}$.

Let $p = -4$, $q = 0.5$, $w = 1$, then $p + q + w\sigma^* \int_0^{+\infty} K^2(s) ds = -2 < 0$. Through the MATLAB LMI toolbox calculation, we can obtain

$$P = \begin{pmatrix} 0.4752 & 0.0927 \\ 0.0927 & 0.4752 \end{pmatrix}, \quad Q = \begin{pmatrix} 0.1688 & 0.0312 \\ 0.0312 & 0.1460 \end{pmatrix}, \quad W = \begin{pmatrix} 0.2742 & 0.0570 \\ 0.0570 & 0.2661 \end{pmatrix}.$$

So, the conditions of Theorem 3.5 are satisfied. It follows from Theorem 3.5 that the zero solution of system (4.2) is globally exponentially stable.

Fig 1. shows the effectiveness of the theory results we obtained.

![State trajectories of system (4.2).](image)
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