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Abstract
Some problems from modern physics and science can be described in terms of partial differential equations with nonlocal

conditions. In this paper, a numerical method which employs the orthonormal Bernstein polynomials basis is implemented to
give the approximate solution of integro-differential parabolic equation with purely nonlocal integral conditions. The properties
of orthonormal Bernstein polynomials, and the operational matrices for integration, differentiation and the product are intro-
duced and are utilized to reduce the solution of the given integro-differential parabolic equation to the solution of algebraic
equations. An illustrative example is given to demonstrate the validity and applicability of the new technique.
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1. Introduction

In this paper, we are concerned with a class of parabolic integro-differential equations

vt (x, t) − vxx (x, t) =
∫t

0
a (t− τ) v (x, τ)dτ, 0 < x < 1, 0 < t 6 T (1.1)

subject to the initial condition
v (x, 0) = Φ (x) , 0 < x < 1 (1.2)
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and the purely nonlocal (integral) conditions∫ 1

0
v (x, t)dx = r (t) ,

∫ 1

0
xv (x, t)dx = q (t) , 0 < t 6 T , (1.3)

where v is an unknown function, r, q, and Φ are given functions supposed to be sufficiently regular, a
is suitably defined function satisfying certain conditions that will be specified later, and T is a positive
constant.

Boundary value problems with integral boundary conditions are an interesting and important class
of problems; see, e.g., [2, 4, 5, 8–10, 13, 14, 22]. For instance, the nonlocal term of our problem, i.e.,∫t

0 a (t− τ) v (x, τ)dτ, appears in the modeling of the quasi-static flexure of a thermo-elastic rod [12].
First, this problem with the more general second-order parabolic equation or a 2m-th order parabolic
equation has been studied using the energy-integral methods and Rothe method in [11, 12] and [17],
respectively. For other models, we refer the reader to [6, 18, 21]. The problem (1.1)-(1.3) is studied by
using the Rothe method in [13], the existence and uniqueness of solution to this problem is given in [15],
where the proofs are based on a priori estimates and Laplace transform method. On the other hand, in
[1], the author considered a one-dimensional heat equation with nonlocal integral conditions and applied
the Laplace transform to the problem. Similar problem can be found in [14]. Recently, various types of
partial differential equations (PDEs) with nonlocal conditions have been studied in [2–4, 10, 11, 18, 19]
among others, and the use of nonlocal conditions was extended to cover a wide variety of PDEs, and
integro-differential equations; see, e.g., [13, 15, 16, 22].

This paper is organized as follows. In the next section, we describe the basic formulation of orthonor-
mal Bernstein polynomials (OBPs) and their expansion in terms of Taylor basis, and we explain the general
procedure of operational matrices of integration, differentiation and product, respectively. In Section 3,
we transform the problem (1.1)-(1.3) to an equivalent one with homogeneous integral conditions, namely,
problem (3.1)-(3.2), and we solve it by the use of operational matrix of OBPs. An illustrative numerical
example is given in sub-section 3.2 to demonstrate the viability and practical usefulness of the method.
The paper ends in Section 4 with some concluding remarks.

2. Properties of orthonormal Bernstein polynomials

The explicit representation of the orthonormal Bernstein polynomials of mth degree are defined on the
interval [0, 1] in [7] by

OBj,m(x) =
√

2(m− j) + 1(1 − x)m−j

j∑
k=0

(−1)k
(

2m+ 1 − k

j− k

)(
j

k

)
xj−k, j = 0, . . . ,m. (2.1)

In addition, (2.1) can be written in a simpler form in terms of original non-orthonormal Bernstein basis
functions as follows:

OBj,m(x) =
√

2(m− j) + 1
j∑

k=0

(−1)k
(2m+1−k

j−k

)(
j
k

)(
m−k
j−k

) Bj−k,m−k(x), j = 0, . . . ,m.

These polynomials satisfy the following orthogonality relation∫x
0
OBi,m (x)OBj,m (x)dt = δij, i, j = 0, . . . ,m, (2.2)

where δij is the Kronecker delta function.
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2.1. Expansion of OBPs in terms of Taylor basis
Using (2.1) and (2.2), we have, for x ∈ [0, 1] and i = 0, . . . ,m,

OBj,m (x) =
√

2 (m− j) + 1

(
m−i∑
r=0

αi,rx
r

) i∑
j=0

βi,jx
j


=
√

2 (m− j) + 1
m∑
j=0

 min{i,j}∑
k=max{0,j−m+i}

αi,j−kβi,k

 xj,
(2.3)

where

αi,r = (−1)r
(
m− i
r

)
, r = 0, . . . ,m− i,

βi,j = (−1)i−j

(
2m+ 1 − i+ j

j

)(
i

i− j

)
, j = 0, . . . , i.

Equation (2.3) can be displayed in the following matrix form

OB (x) =MTm (x) , x ∈ [0, 1] , (2.4)

where

Mi,j =
√

2(m− j) + 1
min i,j∑

k=max 0,j−m+i

αi,j−kβi,k, i, j = 0, . . . ,m

and
OB(x) = [OB0,m(x),OB1,m(x), . . . ,OBm,m(x)]T , Tm(x) = [1, x, . . . , xm]T .

2.2. Function approximation
Given an interval I = (a,b) and a generic positive weight function ω on I. Let Pm, m > 1 be the space

of polynomials degree 6 m, and the sequence {ϕj}
∞
j=0 be a complete orthonormal set of functions in L2

ω(I)

with ϕj ∈ Pj, j = 0, 1, . . .. The inner product and its corresponding norm in L2
ω (I) are defined by

〈u, v〉ω =

∫b
a

u (t) v (t)ω (t)dt and ‖u‖L2
ω
=
√
〈u, v〉ω for all u, v ∈ L2

ω (I) .

Theorem 2.1 ([20]). For any u ∈ L2
ω (I) and m > 1, there exists a unique q∗m ∈ Pm such that

‖u− q∗m‖L2
ω
= inf

qm∈Pm

‖u− q∗m‖L2
ω

,

where

q∗m (x) =

m∑
k=0

ûkpk (x) (2.5)

with
ûk =

〈u,pk〉ω∥∥p2
k

∥∥ (2.6)

and {pk}
m
k=0 forms an L2

ω-orthogonal basis for Pm.

In particular, we denote the best approximation polynomial q∗m by πmu, which is the L2
ω-orthogonal

projection of u. The OBPs are orthogonal with respect to the weight function ω(x) = 1 over I = (0,L).
Therefore, if f is an arbitrary element in L2(0,L), then by Theorem 2.1, f has the unique best approximation
πmf such that

πmf =
m∑
k=0

ckϕk,m.

By virtue of (2.5) and (2.6), we get

ck = 〈f,ϕk,m〉, k = 0, . . . ,m. (2.7)
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2.3. OBPs operational matrix of integration
Let P be an (m+ 1)× (m+ 1) operational matrix of integration. Then∫x

0
OB(t)dt ' P ·OB(x), 0 6 x 6 1.

By (2.4), we have

∫x
0
OB (t)dt =M


1 0 0 · · · 0
0 1

2 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
m+1




x

x2

...
xm+1

 =MΛX,

where Λ is (m+ 1)× (m+ 1) matrix

Λ =


1 0 0 · · · 0
0 1

2 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
m+1


and X =

[
x x2 · · · xm+1 ]T . Now, we approximate the elements of vector X in terms of

{
OBj,m

}m
j=0.

It follows from (2.4) that Tm (x) =M−1OB (x), and so for k = 0, 1, . . . ,m,

xk =M−1
k+1OB (x) , (2.8)

where M−1
k+1 is (k+ 1)th row of M−1 for k = 0, 1, . . . ,m, that is,

M−1 =


M−1

1
M−1

2
...

M−1
k+1

 .

Hence, we only need to approximate xm+1. Using (2.7), we obtain xm+1 = cTm+1OB (x), where

cm+1 =

∫ 1

0
xm+1OB (t)dt.

Then

X =


M−1

2
M−1

3
...

M−1
m+1

cTm+1

OB (x) .

Let

B =


M−1

2
M−1

3
...

M−1
m+1

cTm+1

 ,

we have ∫x
0
OB (t)dt =MΛB ·OB (x) .

Therefore, we get the operational matrix of integration as P =MΛB.
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2.4. OBPs operational matrix of derivative
In this section, we will derive an explicit formula for orthonormal Bernstein polynomials ofmth degree

operational matrix of derivative. Suppose that D is an (m+ 1)× (m+ 1) operational matrix of derivative.
Then

d

dx
OB (x) ' D ·OB (x) , where 0 6 x 6 1.

From (2.4), we have OB (x) =MTm (x), and thus

d

dx
OB (x) =M


0 0 0 · · · 0
1 0 0 · · · 0
0 2 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · m




0
1
x
...

xm−1

 =MΛ′X′,

where Λ′ is (m+ 1)×m matrix

Λ′ =


0 0 0 · · · 0
1 0 0 · · · 0
0 2 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · m


and X′ =

[
1 x x2 · · · xm−1 ]T .

Now, we expand vector X′ in terms of
{
OBj,m

}m
j=0. Using (2.8), we can write X′ = B′OB (x), where

B′ =


M−1

1
M−1

2
M−1

3
...

M−1
m

 ,

and so
d

dx
OB (x) =MΛ′B′ ·OB (x) .

Hence, we have the operational matrix of derivative as D =MΛ′B′.

2.5. OBPs operational matrix of product
In this section, we will derive an explicit formula for orthonormal Bernstein polynomials ofmth degree

operational matrix of product. Assume that c is an arbitrary (m+ 1)× 1 matrix. Then Ĉ is an (m+ 1)×
(m+ 1) operational matrix of product whenever

cTOB (x)OB (x)T ' OB (x)T .Ĉ.

It follows from (2.4) and cTOB (x) =
∑m

j=0 cjOBj,m (x) that

cTOB(x)OB(x)T = cTOB(x)Tm(x)TMT

=
[
cTOB (x) , x

(
cTOB (x)

)
, x2 (cTOB (x)

)
, . . . , xm

(
cTOB (x)

)]
MT

=

[
m∑
k=0

ckOBk,m (x) ,
m∑
k=0

ckxOBk,m (x) , . . . ,
m∑
k=0

ckx
mOBk,m (x)

]
MT .

(2.9)

Now, we approximate all functions xjOBk,m (x), j = 0, 1, . . . ,m in terms of
{
OBj,m

}m
j=0. Let

eTj,k =
[
e
j,k
0 , ej,k1 , ..., ej,km

]
.
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By (2.5) and (2.6), we have

xjOBk,m (x) = eTj,kOB (x) , j,k = 0, 1, . . . ,m.

Thus, we obtain
m∑
k=0

ckx
jOBk,m (x) =

m∑
k=0

ck

(
m∑
i=0

eTi,kOBi,m (x)

)

=

m∑
i=0

OBi,m (x)

(
m∑
k=0

cke
T
i,k

)
= OB (x)T

[
ej,0, ej,1, . . . , ej,m

]
c

= OB (x)T Êj+i,

(2.10)

where Êj+i =
[
ej,0, ej,1, . . . , ej,m

]
c. Defining the matrix Ê =

[
Ê
]
(m+1)×(m+1) =

[
Ê1, Ê2, . . . , Êm

]
and

substituting (2.9) into (2.10), we have

cTOB (x)OB (x)T ' OB (x)T ÊMT ,

and so
Ĉ = ÊMT .

3. OBPs operational matrix for solving the integro-differential parabolic equation with purely nonlo-
cal conditions

Since integral conditions are not homogeneous, it is convenient to convert the problem (1.1)-(1.3) to
an equivalent problem with the homogeneous integral conditions. For this reason, we introduce a new
function u(x, t) representing the deviation of the function v(x, t) as

u(x, t) = v(x, t) −w(x, t), 0 < x < 1, 0 < t 6 T ,

where
w(x, t) = 6 (2q(t) − r(t)) x− 2 (3q(t) − 2r(t)) .

The problem (1.1)-(1.3) with non-homogeneous integral conditions (1.3) can be equivalently reduced to
the problem of finding a function u satisfying

ut (x, t) − uxx (x, t) =
∫t

0
a (t− τ)u (x, τ)dτ, 0 < x < 1, 0 < t 6 T , (3.1)

u (x, 0) = f (x) , 0 < x < 1,∫ 1

0
u (x, t)dx = 0,

∫ 1

0
xu (x, t)dx = 0, 0 < t 6 T , (3.2)

where
f (x) = Φ (x) −w (x, 0) .

3.1. Solution of the problem
It follows from

uxx (x, t) = ut (x, t) −
∫t

0
a (t− τ)u (x, τ)dτ

that

ux (x, t) = ux (0, t) +
∫x

0
uxx (s, t)ds =

∫x
0

[
ut (s, t) −

∫t
0
a (t− τ)u (s, τ)dτ

]
ds,

and so
u (x, t) = u (0, t) +

∫x
0
ux (s, t)ds.
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Therefore, we get

u(x, t) = u(0, t) + xux(0, t) +
∫x

0

∫s
0

[
ut(s, t) −

∫t
0
a(t− τ)u(x, τ)dτ

]
dsds

= u (0, t) + xux (0, t) + z (x, t) ,
(3.3)

where

z (x, t) =
∫x

0

∫s
0

[
ut (s, t) −

∫t
0
a (t− τ)u (x, τ)dτ

]
dsds.

From (3.2) and (3.3), we obtain

u (0, t) +
1
2
ux (0, t) +

∫ 1

0
z (x, t)dx = 0

and
1
2
u (0, t) +

1
3
ux (0, t) +

∫ 1

0
xz (x, t)dx = 0.

Hence, we conclude that

u (0, t) = 6
∫ 1

0
xz (x, t)dx− 4

∫ 1

0
z (x, t)dx (3.4)

and

ux (0, t) = −12
∫ 1

0
xz (x, t)dx+ 6

∫ 1

0
z (x, t)dx. (3.5)

Using (3.4) and (3.5) in (3.3), we have

u (x, t) = (6 − 12x)
∫ 1

0
xz (x, t)dx+ (−4 + 6x)

∫ 1

0
z (x, t)dx+ z (x, t) ,

which implies that

∂

∂t
u (x, t) =

∂

∂t

[
(6 − 12x)

∫ 1

0
xz (x, t)dx+ (−4 + 6x)

∫ 1

0
z (x, t)dx+ z (x, t)

]
,

and thus

u (x, t) − u (x, 0) =
∫t

0

∂

∂t

[
(6 − 12x)

∫ 1

0
xz (x, t)dx+ (−4 + 6x)

∫ 1

0
z (x, t)dx+ z (x, t)

]
dt.

Writing the latter equation in the form

u (x, t) = f (x) +
∫t

0

∂

∂t

[
(6 − 12x)

∫ 1

0
xz (x, t)dx+ (−4 + 6x)

∫ 1

0
z (x, t)dx+ z (x, t)

]
dt. (3.6)

Now, we approximate the functions that satisfy (3.6) using the orthonormal Bernstein polynomials given
by (2.5):

u (x, t) = OBT (x) ·C ·OB (t) , f (x) = OBT (x) · F ·OB (t) , 6 − 12x = OBT (x) · e1,

−4 + 6x = OBT (x) · e2, x = eT3 ·OB (x) ,
∫ 1

0
OB (x)OBT (x)dx = 1,
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where C and F are (m + 1) × (m + 1) matrices, e1, e2, and e3 are (m + 1) × 1 matrices, C is the only
unknown matrix, and the rest of the matrices are known. Moreover, we give the approximation of z (x, t)
as follows:

z (x, t) =
∫x

0

∫s
0

[
ut (s, t) −

∫t
0
a (t− τ)u (x, τ)dτ

]
dsds

=

∫x
0

∫s
0

[
OBT (x) ·CD ·OB (t) −OBT (x) ·C ·

∫t
0
a (t− τ)OB (τ)dτ

]
dsds

= OBT (x) ·
(
P2)T CD ·OB (t) −OBT (x)

(
P2)T ·C ·


∫t

0 a (t− s)OB0,m (s)ds∫t
0 a (t− s)OB1,m (s)ds

...∫t
0 a (t− s)OBm,m (s)ds

 ,

where ∫t
0
a (t− s)OBj,m (s)ds = mT

j OB (t)

and

mj =

∫ 1

0

(∫t
0
a (t− s)OBj,m (s)ds

)
OB (t)dt, j = 0, 1, . . . ,m.

Let M =
[
mj

]
(m+1)×(m+1) be the (m+ 1)× (m+ 1) matrix. Then

z (x, t) = OBT (x) ·
(
P2)T CD ·OB (t) −OBT (x) ·

(
P2)T CM ·OB (t)

= OBT (x)
(
P2)T C (D−M)OB (t) .

(3.7)

Substituting (3.7) into (3.6) and using the operational matrix of integration and derivative, we arrive at

u (x, t) = f (x) +
∫t

0

∂

∂t

[
(6 − 12x)

∫ 1

0
xz (x, t)dx + (−4 + 6x)

∫ 1

0
z (x, t)dx+ z (x, t)

]
dt

then

OBT (x) ·C ·OB (t) = OBT (x) · F ·OB (t) +

∫t
0

∂

∂t

[
OBT (x) e1

×
∫ 1

0
eT3OB (x)OBT (x)

(
P2)T C (D−M)OB (t)dx

+OBT (x) e2

∫ 1

0
OBT (x)

(
P2)T C (D−M)OB (t)dx

+ OBT (x)
(
P2)T C (D−M)OB (t)

]
dt

= OBT (x) · F ·OB (t) +

∫t
0

∂

∂t

[
OBT (x) e1e

T
3

×

(∫ 1

0
OB (x)OBT (x)dx

)(
P2)T C (D−M)OB (t)

+OBT (x) e2

(∫ 1

0
OBT (x)dx

)(
P2)T C (D−M)OB (t)

+ OBT (x)
(
P2)T C (D−M)OB (t)

]
dt
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= OBT (x) · F ·OB (t) +

∫t
0

∂

∂t

[
OBT (x) e1e

T
3
(
P2)T C (D−M)OB (t)

+OBT (x) e2OB
T (1)

(
P3)T C (D−M)OB (t)

+ OBT (x)
(
P2)T C (D−M)OB (t)

]
dt

= OBT (x) · F ·OB (t) +

∫t
0

∂

∂t

[
OBT (x) (e1e

T
3
(
P2)T C (D−M)

+ e2OB
T (1)

(
P3)T C (D−M) +

(
P2)T C (D−M))OB (t)

]
dt.

Using the operational matrices we have

OBT (x) ·C ·OB (t) = OBT (x) · F ·OB (t) +

∫t
0

∂

∂t

[
OBT (x) · Y ·OB (t)

]
dt

= OBT (x) · F ·OB (t) +OBT (x) Y

∫t
0

∂

∂t
OB (t)dt

= OBT (x) · F ·OB (t) +OBT (x) ·DPY ·OB (t)

= OBT (x) [F+DPY]OB (t) ,

where
Y = e1e

T
3
(
P2)T C (D−M) + e2OB

T (1)
(
P3)T C (D−M) +

(
P2)T C (D−M)

and so the following set of algebraic equations is obtained

C = F+DPY.

3.2. An illustrative example

Consider the integro-differential equation

ut (x, t) − uxx (x, t) =
∫t

0
exp (t− τ)u (x, τ)dτ, 0 < x < 1, 0 < t 6 T

subject to the initial condition

u (x, 0) = sin (x) , 0 < x < 1

and the purely nonlocal (integral) conditions∫ 1

0
u (x, t)dx = 0, 0 < t 6 T ,

∫ 1

0
xu (x, t)dx = 0, 0 < t 6 T .

In this case the exact solution is given by

u (x, t) = exp (−t) . cos(t). sin (x) , 0 < x < 1, 0 < t 6 T .

By applying the method in Section 3, for m = 3 , we have

e1 =


2. 381 2

−0.670 82
−1. 905 3
−1. 5

 , e2 =


−1. 852
−0.223 61
0.519 62

0.5

 , e3 =


0.132 29
0.335 41
0.375 28

0.25

 ,
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P =


0.218 75 0.396 17 0.279 59 0.167 72

−2. 641 1× 10−2 0.156 25 0.282 41 0.125 78
6. 819 3× 10−3 −4. 034 4× 10−2 0.093 75 0.140 73
−2. 362 3× 10−3 1. 397 5× 10−2 −3. 247 6× 10−2 0.031 25

 ,

D =


−3. 5 −0.591 61 0 0

6. 507 7 −2. 5 −1. 549 2 0
−4. 582 6 5. 422 2 −1. 5 −4. 330 1
2. 645 8 −2. 236 1 6. 062 2 7. 5

 ,

F =


8. 544 5× 10−2 7. 221 4× 10−2 5. 593 7× 10−2 3. 229 5× 10−2

0.209 79 0.177 31 0.137 34 7. 929 4× 10−2

0.220 53 0.186 38 0.144 37 8. 335 3× 10−2

0.139 09 0.117 56 9. 105 8× 10−2 5. 257 3× 10−2

 ,

M =


0.264 33 0.573 33 0.555 23 0.374 07

−3. 656 5× 10−2 0.154 51 0.342 29 0.192 66
1. 031 1× 10−2 −4. 357 3× 10−2 8. 550 4× 10−2 0.155 59
−3. 730 3× 10−3 1. 576 3× 10−2 −3. 093 3× 10−2 2. 725 8× 10−2

 ,

C =


8. 450 6× 10−2 6. 954 1× 10−2 5. 244 1× 10−2 2. 973 7× 10−2

0.211 7 0.182 75 0.144 46 8. 450 4× 10−2

0.220 34 0.185 83 0.143 64 8. 282 0× 10−2

0.137 32 0.112 51 8. 445 5× 10−2 4. 774 2× 10−2

 .

Table 1 shows the absolute errors between the approximate solutions obtained for values of m = 3, and
m = 5 using the operational matrix of Bernstein polynomials and the exact solutions.

Table 1: Absolute error of v(x, t).

v(x, t) m = 3 m = 5

(0.1, 0.1) 7. 9930× 10−3 2. 216 0× 10−8

(0.2, 0.2) 3. 812 4× 10−2 3.1023× 10−7

(0.3, 0.3) 8. 843 0× 10−2 4. 341 5× 10−7

(0.4, 0.4) 1.55 91× 10−2 4.7789× 10−7

(0.5, 0.5) 2.36 34× 10−2 5. 374 3× 10−7

(0.6, 0.6) 3.24 29× 10−2 4.6544× 10−6

(0.7, 0.7) 4.13 06× 10−2 5. 664 6× 10−6

(0.8, 0.8) 4.94 65× 10−2 3.6602× 10−6

(0.9, 0.9) 5.59 56× 10−2 3. 033 2× 10−6

(1.0, 1.0) 5.96 62× 10−2 5. 235 1× 10−6

It can be seen from Table 1 that the solutions obtained by the present method is nearly identical with
the exact solutions. Clearly, increasing more higher the values of m leads to highly accurate results.

4. Conclusions

In this paper, a numerical method is presented to give the approximate solution of a parabolic integro-
differential equation with purely nonlocal conditions. The method is derived by expanding the required
approximate solution as the elements of orthonormal Bernstein basis. Using the operational matrix of
integration and derivative, the problem can be reduced to a set of algebraic equations. A numerical
example is included to demonstrate the validity and applicability of this method, and the results reveal
that the method is very effective, straightforward, simple, and it can be applied to various types of
problems with nonlocal conditions.
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