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Abstract
In this paper, a four-dimensional system of viral model with cytotoxic lymphocyte (CTL) immune response is investigated.

This model is a reaction-diffusion system with Beddington-DeAngelis incidence rate and free diffusion in a bounded domain.
With the help of comparison principle and Lyapunov function method, the well-posedness of solutions and sufficient conditions
for global stability of nonnegative equilibria are established. It can be found that free diffusion has no influence on the global
stability of the system with homogeneous Neumann boundary conditions. c©2017 All rights reserved.
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1. Introduction

Viral infections can cause illnesses as minor as the common cold and as severe as hepatitis or even
acquired immune deficiency syndrome (AIDS). To better understand the infection process, mathematical
models have played an important part and attracted many researchers’ attention. In fact, some classic
mathematical models have been used to model the dynamics of viral infections such as human immun-
odeficiency virus (HIV) and hepatitis B virus (HBV) infection, see [6, 8, 11–14, 20, 22] and the references
therein.

The basic model describing the interaction between the susceptible host cells (hepatocytes, x), infection
host cells (y), and free virus particles (v), is formulated by the following differential equations [11–13]:

dx
dt = λ− dx−βxv,
dy
dt = βxv− py,
dv
dt = ky− uv,

(1.1)

where hepatocytes are produced at a rate λ, die at a rate dx, and become infected at a rate βxv; infected
hepatocytes are produced at a rate βxv and die at a rate py; free viruses are produced from infected
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cells at a rate ky and are removed at a rate uv. It is assumed that parameters λ, d, β, p, k, u are all
positive constants. Moreover, the rate of infection in (1.1) is supposed to be bilinear. However, the actual
incidence rate probably is not linear and it is more reasonable to assume that the infection rate is nonlinear
[1, 4, 17, 26]. Huang et al. [7] considered the Beddington-DeAngelis functional response and modified
the model as follows 

dx
dt = λ− dx− βxv

1+ax+bv ,
dy
dt = βxv

1+ax+bv − py,
dv
dt = ky− uv.

(1.2)

When a > 0 and b = 0, the specific functional response is reduced to Holling type II function response
[9]. And when a = 0, b > 0, it is simplified to be a saturation response [15]. Moreover, when a = b = 0,
the specific functional response expresses the mass action process (or Holling type I functional response).

If one is infected by some virus, the immune system may act and protect the body from possibly
harmful substances by recognizing and responding to antigens. And in most virus infections, cytotoxic
lymphocyte cells (CTLs) and antibody cells play a critical part in antiviral defense [11]. Therefore, Wang et
al. [18] proposed the following system with nonlinear incidence rate describing immune response against
infected cells: 

dx
dt = λ− dx− βxv

1+mx+nv ,
dy
dt = βxv

1+mx+nv − ay− pyz,
dv
dt = ky− uv,
dz
dt = cyz− bz,

(1.3)

where z(t) denotes the concentration of CTLs.
Furthermore, the influences of spatial structures on virus dynamics can not be ignored [19]. But so

far, there have been very few results about the influences of spatial structures on virus dynamics with
immune response and Beddington-DeAngelis incidence rate. Motivated by these factors, we introduce
the random mobility of viruses into system (1.3) and assume that the motion of virus follows the Fickian
diffusion [2]. From above, we can obtain the following reaction-diffusion model:

∂u(x,t)
∂t = λ− du(x, t) − ku(x,t)v(x,t)

1+αu(x,t)+βv(x,t) ,
∂w(x,t)
∂t =

ku(x,t)v(x,t)
1+αu(x,t)+βv(x,t) − aw(x, t) − pw(x, t)z(x, t),

∂v(x,t)
∂t = D∆v(x, t) + qw(x, t) −mv(x, t),

∂z(x,t)
∂t = cw(x, t)z(x, t) − bz(x, t),

(1.4)

where u(x, t), w(x, t), v(x, t), and z(x, t) represent the densities of uninfected cells, infected cells, free
virus, and CTLs at location x ∈ Ω ⊆ Rn and time t, respectively. All the parameters are positive
constants. ∆v = Σni=1

∂2v
∂x2
i

(n = 1, 2 or 3) is the Laplacian operator, D is the diffusion coefficient.
For system (1.4), we consider the initial value conditions

u(x, 0) = φ1(x), w(x, 0) = φ2(x), v(x, 0) = φ3(x), z(x, 0) = φ4(x), ∀x ∈ Ω̄ (1.5)

and the Neumann boundary conditions

∂u

∂ν
=
∂w

∂ν
=
∂v

∂ν
=
∂z

∂ν
= 0, t > 0, x ∈ ∂Ω, (1.6)

where φi(x) (i = 1, 2, 3, 4) are nonnegative and Hölder continuous in Ω̄, and ∂/∂ν denotes the outward
normal derivative on ∂Ω. The Neumann boundary conditions mean that the bound is fixed and virus
population does not emigrate or immigrate across the boundary ∂Ω.

Since spatial diffusion does not change the number and location of constant equilibria, we can establish
the existence of nonnegative equilibria of (1.4), which is consistent with the results in [18].
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Lemma 1.1. The following conclusions about the nonnegative equilibria of model (1.4) hold:

(i) the model always has the disease-free equilibrium E0 = (λ/d, 0, 0, 0);
(ii) if the basic reproductive number R0 > 1, then there exists an immune-free equilibrium E1 = (u1,w1, v1, 0),

where

R0 =
λkq

m(ad+ aαλ)
, u1 =

am+βλq

kq+βdq− amα
,

w1 =
λkq(R0 − 1)

aR0(kq+βdq− amα)
, v1 =

λkq2(R0 − 1)
amR0(kq+βdq− amα)

;

(iii) if the immune response reproduction number R0 > 1, then there exists an interior equilibrium E∗=(u∗,w∗, v∗,
z∗), where

u∗ =
−(d+βdv∗ + kv∗ −αλ) +

√
(d+ dβv∗ + kv∗ −αλ)2 + 4dαλ(1 +βv∗)

2dα
, w∗ =

b

c
,

v∗ =
q

m
w∗, z∗ =

λ− du∗ − aw∗

pw∗
, R0 =

cw1

b
=

λkqc+ a2bmα

a(cdm+ bdqβ+ bkq+ cmαλ)
.

For the special cases of model (1.4), some important results have been obtained. For example, Huang
et al. [7] analyzed the global properties of system (1.2) in the absence of CTL immune response and spatial
diffusion. Wang et al. [18] studied the global stability of nonnegative equilibria in system (1.3) without
considering the spatial diffusion. In [19], Wang et al. ignored the immune response and established the
existence of traveling waves when α = β = 0. However, whether the movement of virus has influences on
the dynamics of viral model is still an interesting and significant theme. As a result, the main purpose of
the present paper is to explore the dynamics of the diffusive viral model (1.4). The similar research can
be found in [23, 25].

The rest of paper is organized as follows. In Section 2, the well-posedness of solutions and dissi-
pativeness are discussed. In Section 3, the sufficient conditions for global stability of three nonnegative
equilibria are obtained. Finally, a brief discussion is given in Section 4.

2. The well-posedness and dissipativeness

In this section, because of the biological background, we mainly establish the existence, uniqueness,
positivity, and boundedness of solutions for system (1.4) with initial value conditions (1.5) and boundary
conditions (1.6). We will also establish the dissipativeness.

Theorem 2.1. For problem (1.4)-(1.6), there exists a unique solution defined on [0,+∞) and this solution is
nonnegative and uniformly bounded for all t > 0.

Proof. By standard existence theory in [21], it is not hard to deduce the local existence of the unique
solution (u(x, t),w(x, t), v(x, t), z(x, t)) of (1.4) for x ∈ Ω̄ and t ∈ [0, T), where T is the maximal existence
time for solution.

In addition, we have u(x, t) > 0, w(x, t) > 0, v(x, t) > 0, and z(x, t) > 0 because (0, 0, 0, 0) is a lower
solution of system (1.4).

Next, we prove the boundedness of solutions. From the nonnegativity of solutions and the first
equation of (1.4), we have

∂u(x, t)
∂t

6 λ− du(x, t) for (x, t) ∈ Ω× [0, T).

The comparison principle shows that

u(x, t) 6 max

{
λ

d
, sup
x∈Ω̄

‖ φ1(x) ‖

}
=M1 for t ∈ [0, T).
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Similarly, we have

w(x, t) 6 max

{
kM1

aβ
, sup
x∈Ω̄

‖ φ2(x) ‖

}
=M2 for t ∈ [0, T)

and

v(x, t) 6 max

{
qM2

m
, sup
x∈Ω̄

‖ φ3(x) ‖

}
=M3 for t ∈ [0, T).

From the second and fourth equations of (1.4), we can obtain

c

p

∂u(x, t)
∂t

+
∂z(x, t)
∂t

6
ckM1

pβ
−
ac

p
w(x, t) − bz(x, t), for (x, t) ∈ Ω× [0, T),

thus,

z(x, t) 6
c

p
u(x, t) + z(x, t) 6 max

{
ckM1

pβγ
,
c

p
sup
x∈Ω̄

‖ φ2(x) ‖ + sup
x∈Ω̄

‖ φ4(x) ‖

}
=M4

for t ∈ [0, T), where γ = min{ac/p,b}.
Note that the upper bound of solution is independent of the maximal existence interval [0, T), we have

T = +∞ due to the standard theory for semilinear parabolic systems [5]. This completes the proof.

Theorem 2.2 (Dissipativeness). The nonnegative solution (u,w,v,z) of system (1.4) satisfies

lim sup
t→+∞ u(x, t) 6

λ

d
, lim sup

t→+∞ w(x, t) 6
kλ

adβ
,

lim sup
t→+∞ v(x, t) 6

kqλ

admβ
, lim sup

t→+∞ z(x, t) 6
ckλ

dpβγ
.

Proof. From the first equation of (1.4), we have

∂u(x, t)
∂t

6 λ− du(x, t) for (x, t) ∈ Ω× [0,+∞),

the first result easily follows from the simple comparison principle, and thus there exists T1 ∈ (0,+∞)
such that u(x, t) 6 λ/d+ ε1 in Ω× [T1,+∞) for an arbitrary constant ε1 > 0.

Then we have
∂w(x, t)
∂t

6
k

β

(
λ

d
+ ε1

)
− aw(x, t) for (x, t) ∈ Ω× [T1,+∞)

and

lim sup
t→+∞ w(x, t) 6

k

aβ

(
λ

d
+ ε1

)
,

which implies

lim sup
t→+∞ w(x, t) 6

kλ

adβ

by the continuity as ε1 → 0.
Therefore, there exists T2 > T1 such that w(x, t) 6 kλ

adβ + ε2 in Ω× [T2,+∞) for an arbitrary constant
ε2 > 0.

By the third equation of (1.4), we get

∂v(x, t)
∂t

−D∆v(x, t) 6 q
(
kλ

adβ
+ ε2

)
−mv(x, t) for (x, t) ∈ Ω× [T1,+∞).
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The comparison principle shows that

lim sup
t→+∞ v(x, t) 6

q

m

(
kλ

adβ
+ ε2

)
and

lim sup
t→+∞ v(x, t) 6

kqλ

admβ

by the arbitrariness of ε2.
Multiplying the second equation by c

p and adding it to the fourth equation in system (1.4), we have
∂C(x,t)
∂t =

cku(x,t)v(x,t)
p(1+αu(x,t)+βv(x,t)) −

ac
p w(x, t) − bz(x, t), in Ω× [T1,+∞),

∂C(x,t)
∂ν = 0, on ∂Ω× [T1,+∞),

C(x, t) = c
pw(x, t) + z(x, t), in Ω.

The comparison principle leads to

lim sup
t→+∞ z(x, t) 6 lim sup

t→+∞ C(x, t) 6
ck

pβγ

(
λ

d
+ ε1

)
on Ω̄, and thus limt→+∞ sup z(x, t) 6 ckλ

dpβγ by the continuity as ε1 → 0. The proof is complete.

Remark 2.3. From Theorem 2.2, we know that A =
[
0, λd

]
×
[
0, kλadβ

]
×
[
0, kqλ
admβ

]
×
[
0, ckλ
dpβγ

]
is a global

attractor for all solutions of system (1.4) in the sense that any nonnegative solution lies in A as t → +∞
for all x ∈ Ω.

3. Global stability

In this section, we are concerned with the influence of spatial diffusion on global stability of disease-
free equilibrium E0, immune-free equilibrium E1 and interior equilibrium E∗, respectively. The methods
here are to use comparison techniques and construct suitable Lyapunov function.

3.1. Global stability of the disease-free equilibrium
Theorem 3.1. If R0 < 1, then the disease-free equilibrium E0 of system (1.4) is globally asymptotically stable.

Proof. From the assumption R0 < 1, we can choose sufficiently small ε1 > 0 such that λkq + (dkq −
admα)ε1 6 adm+ amαλ. For this ε1, according to the results in Theorem 2.2, there exists T1 > 0 such
that u(x, t) 6 λ/d+ ε1 in Ω× [T1,+∞).

Multiplying the third equation by a
q and the fourth equation by p

c , respectively, then adding them to
the second equation in system (1.4), we have

∂E(x,t)
∂t − aD

q ∆v(x, t) 6 k( λd+ε1)

1+α( λd+ε1)
v(x, t) − am

q v(x, t) − bp
c z(x, t), in Ω× [T1,+∞),

∂E(x,t)
∂ν = 0, on ∂Ω× [T1,+∞),

E(x, t) = w(x, t) + a
qv(x, t) + p

c z(x, t), in Ω.

The comparison principle and assumption R0 < 1 show that

lim sup
t→+∞ E(x, t) 6 0.

Combining with the positivity of solutions, we obtain that

lim
t→+∞w(x, t) = lim

t→+∞ v(x, t) = lim
t→+∞ z(x, t) = 0 in Ω̄.

Moreover, there exists T3 > T1 such that v(x, t) 6 ε3 in Ω× [T3,+∞) for an arbitrary constant ε3 > 0. From
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the first equation of (1.4), we have

∂u(x, t)
∂t

> λ− du(x, t) −
k

α
ε3 for (x, t) ∈ Ω× [T3,+∞),

which leads to

lim inf
t→+∞ u(x, t) >

λ− k
αε3

d

and
lim inf
t→+∞ u(x, t) >

λ

d

by the continuity as ε3 → 0. Then we have limt→+∞ u(x, t) = λ
d . This proves the theorem.

Remark 3.2. From Theorem 3.1, we know that E0 = (λ/d, 0, 0, 0) attracts every solution of system (1.4)
when the basic reproduction number is smaller than one. This means that virus population vanishes and
the disease will go away.

3.2. Global stability of the immune-free equilibrium
To discuss the global stability of immune-free equilibrium E1, we need the following lemma from [7].

Lemma 3.3. For the following system
du
dt = λ− du(x, t) − ku(x,t)v(x,t)

1+αu(x,t)+βv(x,t) ,
dw
dt =

ku(x,t)v(x,t)
1+αu(x,t)+βv(x,t) − aw(x, t),

dv
dt = qw(x, t) −mv(x, t)

(3.1)

with initial value conditions

u(0) = max
x∈Ω̄

{u(x, 0)}, w(0) = max
x∈Ω̄

{w(x, 0)}, v(0) = max
x∈Ω̄

{v(x, 0)},

the unique positive equilibrium Ê1 = (u1,w1, v1) is globally asymptotically stable when R0 > 1, where u1, w1, v1,
and R0 are defined in Lemma 1.1.

Theorem 3.4. If R0 < 1 < R0, then the immune-free equilibrium E1 of system (1.4) is globally asymptotically
stable.

Proof. From the first three equations of system (1.4), we have

∂u(x,t)
∂t = λ− du(x, t) − ku(x,t)v(x,t)

1+αu(x,t)+βv(x,t) ,
∂w(x,t)
∂t 6 ku(x,t)v(x,t)

1+αu(x,t)+βv(x,t) − aw(x, t),
∂v(x,t)
∂t −D∆V(x, t) = qw(x, t) −mv(x, t), in Ω× [0,+∞),

∂u(x,t)
∂ν =

∂w(x,t)
∂ν =

∂v(x,t)
∂ν = 0, on ∂Ω× [0,+∞),

u(x, 0) > 0, w(x, 0) > 0, v(x, 0) > 0, in Ω.

By the comparison system (3.1), we can obtain

lim
t→+∞ supu(x, t) 6 u1, lim

t→+∞ supw(x, t) 6 w1, lim
t→+∞ sup v(x, t) 6 v1.

As R0 < 1, it can be deduced that w1 < b/c. We may choose appropriate ε4 > 0 such that c(w1 + ε4) −
b 6 0. For this ε4, there exists T4 > 0 such that w(x, t) 6 w1 + ε4 for (x, t) ∈ Ω× [T4,+∞).
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From the fourth equation of system (1.4), we get

∂z(x, t)
∂t

6 (c(w1 + ε4) − b) z(x, t) 6 0.

Incorporating into the positivity of solutions, we can obtain that limt→+∞ z(x, t) = 0. Then, choose
sufficiently small ε5 > 0 and T5 > 0 such that R̂0 < 1 < R̂0 and z(x, t) 6 ε5/p for (x, t) ∈ Ω× [T5,+∞),
where

R̂0 =
λkqc+ (a+ ε5)

2bmα

(a+ ε5)(cdm+ bdqβ+ bkq+ cmαλ)
, R̂0 =

λkq

m(a+ ε5)(d+αλ)
.

Thus, 

∂u(x,t)
∂t = λ− du(x, t) − ku(x,t)v(x,t)

1+αu(x,t)+βv(x,t) ,
∂w(x,t)
∂t > ku(x,t)v(x,t)

1+αu(x,t)+βv(x,t) − (a+ ε5)w(x, t),
∂v(x,t)
∂t −D∆V(x, t) = qw(x, t) −mv(x, t), in Ω× [T5,+∞),

∂u(x,t)
∂ν =

∂w(x,t)
∂ν =

∂v(x,t)
∂ν = 0, on ∂Ω× [T5,+∞),

u(x, 0) > 0, w(x, 0) > 0, v(x, 0) > 0, in Ω.

Reconsidering the comparison system (3.1) and substituting (a+ ε5) for a, we have

lim sup
t→+∞ u(x, t) > û1, lim sup

t→+∞ w(x, t) > ŵ1, lim sup
t→+∞ v(x, t) > v̂1,

where

û1 =
(a+ ε5)m+βλq

kq+βdq− (a+ ε5)mα
, ŵ1 =

λkq(R̂0 − 1)
(a+ ε5)R̂0(kq+βdq− (a+ ε5)mα)

, v̂1 =
q

m
ŵ1.

As ε5 → 0, we have
lim
t→+∞u(x, t) > u1, lim

t→+∞w(x, t) > w1, lim
t→+∞ v(x, t) > v1.

Therefore the immune-free equilibrium E1 is globally asymptotically stable. The proof is complete.

Remark 3.5. From Theorem 3.1 and Theorem 3.4, it can be shown that system (1.4) is not persistent when
the immune response reproduction number R0 is smaller than one.

3.3. Global stability of the interior equilibrium
Theorem 3.6. If R0 > 1, then the interior equilibrium E∗ of system (1.4) is globally asymptotically stable.

Proof. Let (u(x, t),w(x, t), v(x, t), z(x, t)) be the solution of (1.4). We define the following Lyapunov func-
tion

V(t) =

∫
Ω

[
1 +βv∗

1 +αu∗ +βv∗

(
u− u∗ − u∗ ln

u

u∗

)
+
(
w−w∗ −w∗ ln

w

w∗

)
+
a+ pz∗

q

(
v− v∗ − v∗ ln

v

v∗

)
+
p

c

(
z− z∗ − z∗ ln

z

z∗

)]
dx.

By direct computations, it follows that

dV(t)
dt

=

∫
Ω

[
1 +βv∗

1 +αu∗ +βv∗
u− u∗

u

∂u

∂t
+
w−w∗

w

∂w

∂t
+
a+ pz∗

q

v− v∗

v

∂v

∂t
+
p

c

z− z∗

z

∂z

∂t

]
dx

=
D(a+ pz∗)

q

∫
Ω

v− v∗

v
∆vdx+

∫
Ω

[
(1 − aw∗ − pw∗z∗)

(
λ− du−

kuv

1 +αu+βv

)
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+

(
1 −

w∗

w

)(
kuv

1 +αu+βv
− aw− pwz

)
+
a+ pz∗

q

(
1 −

v∗

v

)
(qw−mv) +

p

c

(
1 −

z∗

z

)
(cwz− bz)

]
dx

, I1 + I2.

From Green’s formula and homogeneous Neumann boundary conditions, we have

I1 = −
D(a+ pz∗)

q

∫
Ω

v∗|∇v|2

v2 dx 6 0.

Note that

λ = du∗ + aw∗ + pw∗z∗, ku∗v∗ = (aw∗ + pw∗z∗)(1 +αu∗ +βv∗),
m

q
=
w∗

v∗
,

we can obtain

I2 =

∫
Ω

[
du∗

(
1 −

u

u∗
−
u∗

u

1 +αu+βv∗

1 +αu∗ +βv∗
+

1 +αu+βv∗

1 +αu∗ +βv∗

)
+ (aw∗ + pw∗z∗)

(
1 −

u∗

u

1 +αu+βv∗

1 +αu∗ +βv∗
+
v

v∗
1 +αu+βv∗

1 +αu+βv

)
+ (aw∗ + pw∗z∗)

(
1 −

w∗uv

wu∗v∗
1 +αu∗ +βv∗

1 +αu+βv

)
+(aw∗ + pw∗z∗)

(
1 −

v

v∗
−
wv∗

w∗v

)]
dx

=

∫
Ω

[
(aw∗ + pw∗z∗)

(
−1 −

v

v∗
+
v

v∗
1 +αu+βv∗

1 +αu+βv
+

1 +αu+βv

1 +αu+βv∗

)
−

d(1 +β∗)

u(1 +αu∗ +βv∗)
(u− u∗)2 + (aw∗ + pw∗z∗)

(
4 −

u∗

u

1 +αu+βv∗

1 +αu∗ +βv∗

−
w∗uv

wu∗v∗
1 +αu∗ +βv∗

1 +αu+βv
−
wv∗

w∗v
−

1 +αu+βv

1 +αu+βv∗

)]
dx

=

∫
Ω

[
−

d(1 +βv∗)

u(1 +αu∗ +βv∗)
(u− u∗)2 − (aw∗ + pw∗z∗)

β(1 +αu)(v− v∗)2

v∗(1 +αu+βv)(1 +αu∗ +βv∗)

+w∗(a+ pz∗)

(
4 −

u∗(1 +αu+βv∗)

u(1 +αu∗ +βv∗)
−
w∗uv(1 +αu∗ +βv∗)

wu∗v∗(1 +αu+βv)
−
wv∗

w∗v
−

1 +αu+βv

1 +αu+βv∗

)]
dx.

Since the arithmetic mean is greater than or equal to the geometric mean, it is clear that I2 6 0 and the
equality holds if and only if u = u∗ , w = w∗, v = v∗, and z = z∗.

Therefore, the interior equilibrium E∗ is globally asymptotically stable when R0 > 1 by the LaSalle
invariance principle [3]. The theorem is proved.

4. Conclusions

In this paper, we have considered the well-posedness of solutions and global stability of a viral model
with CTL immune response, which is a reaction-diffusion system with Beddington-DeAngelis incidence
rate. In truth, the delayed model without diffusion is presented and the existence of Hopf bifurcation is
investigated in [24]. Besides, the model in the present paper is more generalized than those in [7, 11, 18,
19].

According to those theorems on global stability in previous section, we can find that the global stability
of three nonnegative equilibria in system (1.4) is entirely unrelated to diffusion. In other words, spatial
diffusion has no influence on the global stability of equilibria.



K. Zhuang, J. Nonlinear Sci. Appl., 10 (2017), 5753–5762 5761

From the previous analyses, we can also obtain the permanence of system. Specifically, the viral
system is not persistent when the immune response reproduction number R0 is smaller than one and is
permanent when R0 is greater than one.

Also, it has been found that time delay in reaction-diffusion epidemic model may induce some com-
plex dynamics, such as bifurcation phenomenon [10], Turing pattern [16], and so on. In the future, we
will continue investigating the combined influence of time delay and spatial diffusion on the dynamics of
virus dynamics model with CTL immune response.
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