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#### Abstract

In this paper, a Moudafi's type viscosity regularization iterative method is introduced and investigated for an m-accretive mapping and a nonexpansive mapping. Strong convergence of the regularization iterative method is obtained in the framework of real uniformly smooth Banach spaces. Some subresults are also provided as applications of the main results. ©(2017 All rights reserved.
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## 1. Introduction and preliminaries

Let E be a real Banach space and let $\mathrm{E}^{*}$ be the dual space of E . Let $\langle\cdot, \cdot\rangle$ denote the pairing between E and $\mathrm{E}^{*}$. The normalized duality mapping $\mathrm{J}: \mathrm{E} \rightarrow 2^{\mathrm{E}^{*}}$ is defined by

$$
J(x)=\left\{x^{*} \in E^{*}:\left\langle x, x^{*}\right\rangle=\left\|x^{*}\right\|^{2}=\|x\|^{2}\right\}, \quad \forall x \in E
$$

E is said to be strictly convex if and only if $\|x+y\|<2$ for all $\|x\|=\|y\|=1$ and $x \neq y$. $E$ is said to be uniformly convex if and only if for each $t>0$, there is an $r_{E}>0$ such that for $x, y \in E$ with $\|x\| \leqslant 1,\|y\| \leqslant 1$ and $\|x-y\| \geqslant t, r_{E} \leqslant \frac{2-\|x+y\|}{2}$ holds. The modulus of convexity of $E$ is the function $\delta_{\mathrm{E}}(\epsilon):(0,2] \rightarrow[0,1]$ defined by $\delta_{\mathrm{E}}(\epsilon)=\inf \left\{\frac{2-\|x+t\|}{2}:\|x\|=\|y\|=1,\|x-y\| \geqslant \epsilon\right\}$. Let $p>1$ and $r>0$ be two fixed real numbers. We have the fact that Banach space $E$ is uniformly convex if and only if there exists a strictly increasing continuous convex function $\varphi:[0, \infty) \rightarrow[0, \infty)$ with $\varphi(0)=0$ such that

$$
\mathfrak{a}\|x\|^{p}-\left(a^{p}(1-a)+(1-a)^{p} a\right) \varphi(\|x-y\|)+(1-a)\|y\|^{p} \geqslant\|a x+(1-a) y\|^{p}
$$

for all $x, y \in B_{r}(0):=\{x \in E:\|x\| \leqslant r\}$ and $a \in[0,1]$.
Let $\mathrm{U}_{\mathrm{E}}=\{x \in \mathrm{E}:\|x\|=1\}$. E is said to have a Gâteaux differentiable norm (or is said to be smooth) if and only if

$$
\lim _{t \rightarrow 0} \frac{\|x+t y\|-\|x\|}{t}
$$

exists for each $x, y \in U_{E}$. $E$ is said to have a uniformly Gâteaux differentiable norm if and only if for each

[^0]$y \in U_{E}$, the limit is attained uniformly for all $x \in U_{E} . E$ is said to have a uniformly Fréchet differentiable norm (or is said to be uniformly smooth) if and only if the limit is attained uniformly for $x, y \in U_{E}$. $E$ is uniformly smooth if and only if duality map J is single-valued and norm-to-norm uniformly continuous on bounded sets of $E$. It is also known that if the norm of $E$ is uniformly Gâteaux differentiable, then duality mapping $J$ is uniformly norm to weak* continuous on each bounded subset of $E$.

Let $D$ be a nonempty subset of set $C$. A mapping $Q_{D}: C \rightarrow D$ is said to be a contraction if $Q_{D}^{2}=Q_{D}$. It is called sunny if for each $x \in C$ and $t \in(0,1)$, we have

$$
Q_{D} x=Q_{D}\left(t x+(1-t) Q_{D} x\right)
$$

$Q_{D}$ is said to be a sunny nonexpansive retraction if $Q_{D}$ is sunny, nonexpansive and a contraction. $D$ is said to be a nonexpansive retract of $C$ if there exists a nonexpansive retraction from $C$ onto $D$. It is known that $Q_{C}$ is sunny nonexpansive if and only if

$$
\left\langle x-Q_{C} x, \mathfrak{J}_{\mathrm{q}}\left(\mathrm{y}-\mathrm{Q}_{\mathrm{C}} x\right)\right\rangle \leqslant 0
$$

for all $x \in E, y \in C$.
Let $E$ be a uniformly smooth Banach space and let $C$ be a nonempty subset of $E$. Let $Q_{C}: E \rightarrow C$ be a retraction and $J$ be the duality mapping on $E$. Then the following are equivalent (see [22]):
(1) $Q_{c}$ is sunny and nonexpansive;
(2) $\left\langle x-y, J\left(Q_{C} x-Q_{c} y\right)\right\rangle \geqslant\left\|Q_{c} x-Q_{c} y\right\|^{2}, \forall x, y \in E ;$
(3) $\left\langle x-\mathrm{Q}_{\mathrm{C}} \mathrm{x}, \mathrm{J}\left(\mathrm{y}-\mathrm{Q}_{\mathrm{C}} \mathrm{x}\right)\right\rangle \leqslant 0, \forall x \in \mathrm{E}, \mathrm{y} \in \mathrm{C}$.

It is well-known that if $E$ is a Hilbert space, then sunny nonexpansive retraction $Q_{C}$ is coincident with the metric projection $\mathrm{P}_{\mathrm{C}}$.

Let $C$ be a nonempty closed and convex subset of $E$. Let $S: C \rightarrow C$ be a mapping. Recall that $S$ is said to be contractive if and only if there exists a constant $\alpha \in(0,1)$ such that

$$
\|S x-S y\| \leqslant \alpha\|x-y\|, \quad \forall x, y \in C
$$

From the Banach contractive principal, we see that every contractive mapping has a unique fixed point and the Picard iterative algorithm is convergent for the class of mappings. We also say $S$ is an $\alpha$-contraction. Recall that $S$ is said to be nonexpansive if and only if

$$
\|S x-S y\| \leqslant\|x-y\|, \quad \forall x, y \in C
$$

We here remark that the fixed point set of the class of nonexpansive may be empty. From [13], we see that the fixed point set of nonexpansive mapping is not empty provided that subset $C$ is bounded closed and convex and the framework of the space is uniformly convex; see also [3] and the references therein. In this paper, we always use $\operatorname{Fix}(S)$ to denote the fixed point set of $S$. Recently, approximation techniques of nonexpansive mapping have been investigated for convex optimization problem, in particular, variational inequality and equilibrium problems; see $[9,10,16,18]$ and the references therein.

Recall that Mann iterative algorithm generates a sequence in the following manner

$$
x_{1} \in C, \quad x_{n+1}=\left(1-\alpha_{n}\right) x_{n}+\alpha_{n} S x_{n}, \quad \forall n \geqslant 1
$$

where $\left\{\alpha_{n}\right\}$ is a real number sequence in $(0,1)$ and $S$ is a nonexpansive mapping. Reich [21] showed that sequence $\left\{x_{n}\right\}$ converges weakly to a fixed point of $S$ provided that the framework of the space is smooth and control sequence $\left\{\alpha_{n}\right\}$ satisfies some conditions; see [21] and the references therein.

To guarantee the strong convergence of iterative sequences without any compact assumptions, we can use contractions to approximate a nonexpansive mapping. Define a contraction $\mathrm{F}: \mathrm{C} \rightarrow \mathrm{C}$ by

$$
F x=\kappa u+(1-\kappa) S x, \quad \forall x \in C, \kappa \in(0,1),
$$

where $u$ is a fixed element in $C$ and $S: C \rightarrow C$ is an $\alpha$-contraction. Let $x_{k}$ denote the unique fixed point of $F$, that is, $\chi_{\kappa}=\kappa u+(1-\kappa) S \chi_{k}$. From Browder [4], we see that $\chi_{\kappa}$ converges strongly to a fixed point of $S$ as $\kappa \rightarrow 0$. Let $g: C \rightarrow C$ be a contractive mapping and define a contraction $E: C \rightarrow C$ by

$$
E x=k g(x)+(1-\kappa) S x, \quad \forall x \in C, \kappa \in(0,1)
$$

where $S: C \rightarrow C$ is an $\alpha$-contraction. Let $x_{\kappa}$ denote the unique fixed point of $E$, that is

$$
x_{\kappa}=k g(\kappa)+(1-\kappa) S x_{k} .
$$

Moudafi [15] proved that $x_{k}$ converges strongly to a fixed point of $S$ as $k \rightarrow 0$ and the fixed point is also a unique solution of some monotone variational inequality; see $[8,15,19]$ and the references therein.

Let Id denote the identity operator on $E$. An operator $A \subset E \times E$ with range

$$
\operatorname{Ran}(A)=\cup\{A z: z \in \mathrm{D}(A)\}
$$

and domain $\operatorname{Dom}(A)=\{z \in E: A z \neq \emptyset\}$ is said to be accretive if for each $x_{i} \in D(A)$ and $y_{i} \in A x_{i}, i=1,2$, there exists $\mathfrak{j}\left(x_{1}-x_{2}\right) \in J\left(x_{1}-x_{2}\right)$ such that

$$
\left\langle y_{1}-y_{2}, j\left(x_{1}-x_{2}\right)\right\rangle \geqslant 0
$$

Interest in accretive operators stems mainly from their firm connection with equations of evolution and generalized variational inequalities; see $[1,6,11,17]$ and the references therein. From the viewpoint of geometry, accretive operator $A \subset E \times E$ has the following properties: the range of accretive operator $I+\lambda A$ increases, that is, $I+\lambda A$ is expansive. An accretive operator $A$ is said to be $m$-accretive if $\operatorname{Ran}(I+r A)=E$ for all $r>0$. In a real Hilbert space, an operator $\mathcal{A}$ is $m$-accretive if and only if $A$ is maximal monotone. In this paper, we use $A^{-1}(0)$ to denote the set of zeros of $A$. For an accretive operator $A$, we can define a nonexpansive mapping $(\operatorname{Id}+r A)^{-1}: \operatorname{Ran}(I+r A) \rightarrow \operatorname{dom}(A)$, which is called the resolvent of $A$.

Fixed point theory of nonexpansive mappings has been applied to the zero point problem of accretive operators. One of the most popular techniques goes back to the work of Browder [4]. The basic idea is to use the resolvent operator. Rockafellar [23] introduced an iterative algorithm and called it the proximal point algorithm, which is now recognized as the Rockafellar's proximal point algorithm. He proved the weak convergence of the algorithm.

Recently, Kim and Xu [12], in the framework of real uniformly smooth Banach spaces, studied the following iterative algorithm

$$
\left\{\begin{array}{l}
x_{0} \in C \\
y_{n}=\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}, \\
x_{n+1}=\alpha_{n} u+\left(1-\alpha_{n}\right) y_{n}, \quad \forall n \geqslant 0,
\end{array}\right.
$$

where Id is the identity operator, $u$ is a fixed element in $C$. They proved that sequence $\left\{x_{n}\right\}$ converges strongly to a zero point of $\mathcal{A}$ provided that the control sequence $\left\{\alpha_{n}\right\}$ and $\left\{r_{n}\right\}$ satisfy some conditions; see [12] and the references therein. Recently, zero point problems of accretive operators via fixed point methods have been extensively investigated; see [5,12, 20, 19] and the references therein.

Recently, Chang et al. [8] studies the following iterative scheme for accretive and nonexpansive operators via a viscosity approximate method:

$$
\left\{\begin{array}{l}
x_{0} \in C \\
y_{n}=\beta_{n} x_{n}+\left(1-\beta_{n}\right) S(I d+r A)^{-1} x_{n} \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n}, \quad \forall n \geqslant 0
\end{array}\right.
$$

where $r$ is a positive real number sequence, Id is the identity operator, $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are two real number sequences in $(0,1)$, f is a contraction, S is a nonexpansive mapping and $A$ is an accretive operator. Under
some suitable restrictions imposed on the above sequences, they obtained a strong convergence theorem of common solution to problems of $S x=x$ and $A x=0$; see [8] and the references therein.

In this paper, motivated by the above results, we introduce and investigate a new Moudafi's type viscosity regularization iterative method and prove a strong convergence theorem.

Lemma 1.1 ([7]). In a Banach space E, there holds the inequality

$$
\|x+y\|^{2} \leqslant\|x\|^{2}+2\langle y, j(x+y)\rangle, \quad \forall x, y \in E
$$

where $j(x+y) \in J(x+y)$.
Lemma 1.2 ([14]). Let $\left\{a_{n}\right\},\left\{b_{n}\right\}$ and $\left\{c_{n}\right\}$ be three nonnegative real sequences satisfying

$$
a_{n+1} \leqslant\left(1-t_{n}\right) a_{n}+b_{n}, \quad \forall n \geqslant 0
$$

where $\left\{\mathrm{t}_{\mathrm{n}}\right\}$ is a sequence in $(0,1)$. Assume that the following conditions are satisfied

$$
\sum_{n=0}^{\infty} t_{n}=\infty, \quad \limsup _{n \rightarrow \infty} \frac{b_{n}}{t_{n}} \leqslant 0
$$

Then $\lim _{n \rightarrow \infty} a_{n}=0$.
Lemma 1.3 ([24]). Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be bounded sequences in a Banach space $E$ and $\left\{\beta_{n}\right\}$ be a sequence in $[0,1]$ with

$$
0<\liminf _{n \rightarrow \infty} \beta_{n} \leqslant \limsup _{n \rightarrow \infty} \beta_{n}<1
$$

Suppose that $x_{n+1}=\left(1-\beta_{n}\right) y_{n}+\beta_{n} x_{n}$, for all $n \geqslant 1$ and

$$
\limsup _{n \rightarrow \infty}\left(\left\|y_{n+1}-y_{n}\right\|-\left\|x_{n+1}-x_{n}\right\|\right) \leqslant 0
$$

Then $\lim _{n \rightarrow \infty}\left\|y_{n}-x_{n}\right\|=0$.
Lemma 1.4 ([2]). Let E be a Banach space and let A be an m -accretive operator. For $\lambda>0$ and $\mu>0$ and $x \in E$, we have

$$
\mathrm{J}_{\lambda} x=\mathrm{J}_{\mu}\left(\frac{\mu}{\lambda} x+\left(1-\frac{\mu}{\lambda}\right) \mathrm{J}_{\lambda} x\right)
$$

where $\mathrm{J}_{\lambda}=(\mathrm{I}+\lambda A)^{-1}$ and $\mathrm{J}_{\mu}=(\mathrm{I}+\mu \mathrm{A})^{-1}$.
Lemma 1.5 ([19]). Let E be a uniformly smooth Banach space and let $C$ be a nonempty closed convex subset of E . Let $\mathrm{g}: \mathrm{C} \rightarrow \mathrm{C}$ be a fixed contraction and let $\mathrm{S}: \mathrm{C} \rightarrow \mathrm{C}$ be a nonexpansive mapping with a fixed point. Let $\left\{\mathrm{x}_{\mathrm{k}}\right\}$ be a sequence defined as follows

$$
x_{\kappa}=\kappa g\left(x_{\kappa}\right)+(1-\kappa) S x_{\kappa}, \quad \forall \kappa \in(0,1) .
$$

Then $\left\{x_{k}\right\}$ converges strongly as $\kappa \rightarrow 0$ to a fixed point $x^{*}$ of $S$, which is the unique solution in $\operatorname{Fix}(S)$ to the following variational inequality

$$
\left\langle x^{*}-g\left(x^{*}\right), J\left(x^{*}-p\right)\right\rangle \leqslant 0, \quad \forall p \in \operatorname{Fix}(S)
$$

## 2. Main results

Theorem 2.1. Let $A$ be an m-accretive operators on a real uniformly smooth Banach space $E$. Assume that $A^{-1}(0) \neq \emptyset$ and $\mathrm{C}:=\overline{\mathrm{D}(A)}$ is a convex subset of E . Let $\mathrm{S}: \mathrm{C} \rightarrow \mathrm{C}$ be a nonexpansive mapping. Let $\mathrm{Q}_{\mathrm{C}}$ be the sunny nonexpansive retraction from E onto C . Let $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\},\left\{\delta_{n}\right\},\left\{\lambda_{n}\right\}$, and $\left\{\omega_{n}\right\}$ be real number sequences in $(0,1)$. Let $g: C \rightarrow C$ be a contractive mapping with constant $\alpha \in(0,1)$. Let $\left\{x_{n}\right\}$ be a sequence
defined by

$$
\left\{\begin{array}{l}
x_{0} \in C \\
x_{n+1}=\alpha_{n} g\left(x_{n}\right)+\beta_{n} x_{n}+\gamma_{n} y_{n}, \quad \forall n \geqslant 0 \\
y_{n}=\delta_{n} x_{n}+\lambda_{n} S \rho_{n}+\omega_{n} Q_{C} e_{n}, \quad \forall n \geqslant 0 \\
\rho_{n}=\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}, \quad \forall n \geqslant 0
\end{array}\right.
$$

where $\left\{e_{n}\right\}$ is a bounded sequence in $E,\left\{r_{n}\right\}$ is a nonnegative real numbers sequence. Assume that $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$, $\left\{\delta_{n}\right\},\left\{\lambda_{n}\right\}$, and $\left\{\omega_{n}\right\}$ satisfy the following restrictions:
(a) $\alpha_{n}+\beta_{n}+\gamma_{n}=\delta_{n}+\lambda_{n}+\omega_{n}=1$, for each $n \geqslant 0$;
(b) $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(c) $0<\liminf _{n \rightarrow \infty} \beta_{n} \leqslant \lim \sup _{n \rightarrow \infty} \beta_{n}<1$;
(d) $\sum_{n=0}^{\infty} \omega_{n}<\infty, \lim \sup _{n \rightarrow \infty} \delta_{n}<1$;
(e) $\lim _{n \rightarrow \infty}\left|\delta_{n+1}-\delta_{n}\right|=0, \lim _{n \rightarrow \infty}\left|\lambda_{n+1}-\lambda_{n}\right|=0$;
(f) $\lim _{n \rightarrow \infty} r_{n}=r \in(0,+\infty)$.

If $\operatorname{Fix}\left(S(\operatorname{Id}+r A)^{-1}\right)=\operatorname{Fix}(S) \cap A^{-1}(0) \neq \emptyset$, then $\left\{x_{n}\right\}$ converges strongly to a point $x^{*} \in A^{-1}(0) \cap \operatorname{Fix}(S)$, which is the unique solution to the following variational inequality

$$
\left\langle f\left(x^{*}\right)-x^{*}, x^{*}-x\right\rangle \geqslant 0, \quad \forall x \in A^{-1}(0) \cap \operatorname{Fix}(S)
$$

Proof. Fixing $p \in \operatorname{Fix}(S) \cap A^{-1}(0)$, we find that

$$
\left(\operatorname{Id}+r_{n} A\right)^{-1} p=p=S p
$$

Hence, we have

$$
\begin{aligned}
\left\|y_{n}-p\right\| & \leqslant \delta_{n}\left\|x_{n}-p\right\|+\lambda_{n}\left\|S \rho_{n}-p\right\|+\omega_{n}\left\|Q_{c} e_{n}-p\right\| \\
& \leqslant \delta_{n}\left\|x_{n}-p\right\|+\lambda_{n}\left\|\rho_{n}-p\right\|+\omega_{n}\left\|e_{n}-p\right\| \\
& \leqslant\left(\delta_{n}+\lambda_{n}\right)\left\|x_{n}-p\right\|+\omega_{n}\left\|e_{n}-p\right\| \\
& \leqslant\left\|x_{n}-p\right\|+\omega_{n} M_{1}
\end{aligned}
$$

where $M_{1}=\sup \left\{\left\|e_{n}-p\right\|: n \geqslant 1\right\}$. It follows that

$$
\begin{aligned}
\left\|x_{n+1}-p\right\| & \leqslant \alpha_{n}\left\|g\left(x_{n}\right)-p\right\|+\beta_{n}\left\|x_{n}-p\right\|+\gamma_{n}\left\|y_{n}-p\right\| \\
& \leqslant \alpha_{n}\left\|g\left(x_{n}\right)-g(p)\right\|+\alpha_{n}\|p-g(p)\|+\left(\beta_{n}+\gamma_{n}\right)\left\|x_{n}-p\right\|+\gamma_{n} \omega_{n} M_{1} \\
& \leqslant \alpha_{n} \alpha\left\|x_{n}-p\right\|+\alpha_{n}\|p-g(p)\|+\left(1-\alpha_{n}\right)\left\|x_{n}-p\right\|+\gamma_{n} \omega_{n} M_{1} \\
& \leqslant\left(1-\alpha_{n}(1-\alpha)\right)\left\|x_{n}-p\right\|+\alpha_{n}(1-\alpha) \frac{\|p-g(p)\|}{1-\alpha}+\omega_{n} M_{1} \\
& \leqslant \max \left\{\left\|x_{n}-p\right\|, \frac{\|p-g(p)\|}{1-\alpha}\right\}+\omega_{n} M_{1} \\
& \vdots \\
& \leqslant \max \left\{\left\|x_{1}-p\right\|, \frac{\|p-g(p)\|}{1-\alpha}\right\}+M_{1} \sum_{i=1}^{\infty} \omega_{i} .
\end{aligned}
$$

This proves that $\left\{x_{n}\right\}$ is bounded, so is $\left\{y_{n}\right\}$.
Putting $z_{n}=\frac{x_{n+1}-\beta_{n} x_{n}}{1-\beta_{n}}$, we have

$$
\begin{aligned}
z_{n+1}-z_{n} & =\frac{x_{n+2}-\beta_{n+1} x_{n+1}}{1-\beta_{n+1}}-\frac{x_{n+1}-\beta_{n} x_{n}}{1-\beta_{n}} \\
& =\frac{\alpha_{n+1} g\left(x_{n+1}\right)+\gamma_{n+1} y_{n+1}}{1-\beta_{n+1}}-\frac{\alpha_{n} g\left(x_{n}\right)+\gamma_{n} y_{n}}{1-\beta_{n}} \\
& =\frac{\alpha_{n+1}\left(g\left(x_{n+1}\right)-y_{n+1}\right)+\left(1-\beta_{n+1}\right) y_{n+1}}{1-\beta_{n+1}}-\frac{\alpha_{n}\left(g\left(x_{n}\right)-y_{n}\right)+\left(1-\beta_{n}\right) y_{n}}{1-\beta_{n}} \\
& =\frac{\alpha_{n+1}}{1-\beta_{n+1}}\left(g\left(x_{n+1}\right)-y_{n+1}\right)-\frac{\alpha_{n}}{1-\beta_{n}}\left(g\left(x_{n}\right)-y_{n}\right)+y_{n+1}-y_{n} .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\left\|z_{n+1}-z_{n}\right\| \leqslant \frac{\alpha_{n+1}}{1-\beta_{n+1}}\left\|g\left(x_{n+1}\right)-y_{n+1}\right\|+\frac{\alpha_{n}}{1-\beta_{n}}\left\|g\left(x_{n}\right)-y_{n}\right\|+\left\|y_{n+1}-y_{n}\right\| \tag{2.1}
\end{equation*}
$$

Note that

$$
\begin{align*}
\left\|y_{n+1}-y_{n}\right\| \leqslant & \delta_{n+1}\left\|x_{n+1}-x_{n}\right\|+\lambda_{n+1}\left\|S\left(\operatorname{Id}+r_{n+1} A\right)^{-1} x_{n+1}-S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\| \\
& +\omega_{n+1}\left\|Q_{C} e_{n+1}-Q_{C} e_{n}\right\|+\left|\delta_{n+1}-\delta_{n}\right|\left\|x_{n+1}\right\| \\
& +\left|\lambda_{n}-\lambda_{n+1}\right|\left\|S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\|+\left|\omega_{n}-\omega_{n+1}\right|\left\|e_{n}\right\| \\
\leqslant & \delta_{n+1}\left\|x_{n+1}-x_{n}\right\|+\lambda_{n+1}\left\|\left(\operatorname{Id}+r_{n+1} A\right)^{-1} x_{n+1}-\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\|  \tag{2.2}\\
& +\omega_{n+1}\left\|e_{n+1}-e_{n}\right\|+\left|\delta_{n+1}-\delta_{n}\right|\left\|x_{n+1}\right\| \\
& +\left|\lambda_{n}-\lambda_{n+1}\right|\left\|S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\|+\left|\omega_{n}-\omega_{n+1}\right|\left\|e_{n}\right\| .
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
&\left\|\left(I d+r_{n+1} A\right)^{-1} x_{n+1}-\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\| \\
&=\left\|\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}-\left(\operatorname{Id}+r_{n} A\right)^{-1}\left(\left(1-\frac{r_{n}}{r_{n+1}}\right)\left(\operatorname{Id}+r_{n+1} A\right)^{-1} x_{n+1}+\frac{r_{n}}{r_{n+1}} x_{n+1}\right)\right\| \\
& \leqslant\left\|\frac{r_{n}}{r_{n+1}} x_{n+1}+\left(1-\frac{r_{n}}{r_{n+1}}\right)\left(\operatorname{Id}+r_{n+1} A\right)^{-1} x_{n+1}-x_{n}\right\| \\
& \leqslant\left\|\frac{r_{n+1}-r_{n}}{r_{n+1}}\left(\left(\operatorname{Id}+r_{n+1} A\right)^{-1} x_{n+1}-x_{n}\right)+\frac{r_{n}}{r_{n+1}}\left(x_{n+1}-x_{n}\right)\right\|  \tag{2.3}\\
&=\left\|\frac{r_{n+1}-r_{n}}{r_{n+1}}\left(\left(\left(\operatorname{Id}+r_{n+1} A\right)^{-1} x_{n+1}-x_{n}\right)-\left(x_{n+1}-x_{n}\right)\right)+\left(x_{n+1}-x_{n}\right)\right\| \\
& \leqslant \frac{M_{2}}{r_{n+1}}\left|r_{n+1}-r_{n}\right|+\left\|x_{n+1}-x_{n}\right\|
\end{align*}
$$

where

$$
M_{2}=\sup \left\{\left\|\left(\left(\operatorname{Id}+r_{n+1} A\right)^{-1} x_{n+1}-x_{n}\right)-\left(x_{n+1}-x_{n}\right)\right\|: n \geqslant 1\right\}
$$

From (2.2) and (2.3), we find that

$$
\begin{align*}
\left\|y_{n+1}-y_{n}\right\| \leqslant & \delta_{n+1}\left\|x_{n+1}-x_{n}\right\|+\frac{M_{2}}{r_{n+1}}\left|r_{n+1}-r_{n}\right|+\lambda_{n+1}\left\|x_{n+1}-x_{n}\right\| \\
& +\omega_{n+1}\left\|e_{n+1}-e_{n}\right\|+\left|\delta_{n+1}-\delta_{n}\right|\left\|x_{n+1}\right\| \\
& +\left|\lambda_{n}-\lambda_{n+1}\right|\left\|S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\|+\left|\omega_{n}-\omega_{n+1}\right|\left\|e_{n}\right\| \\
\leqslant & \left\|x_{n+1}-x_{n}\right\|+\frac{M_{2}}{r_{n+1}}\left|r_{n+1}-r_{n}\right|  \tag{2.4}\\
& +\omega_{n+1}\left\|e_{n+1}-e_{n}\right\|+\left|\delta_{n+1}-\delta_{n}\right|\left\|x_{n+1}\right\| \\
& +\left|\lambda_{n}-\lambda_{n+1}\right|\left\|S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\|+\left|\omega_{n}-\omega_{n+1}\right|\left\|e_{n}\right\|
\end{align*}
$$

Substituting (2.4) into (2.1), we arrive at

$$
\begin{aligned}
\left\|z_{n+1}-z_{n}\right\|-\left\|x_{n+1}-x_{n}\right\| \leqslant & \frac{\alpha_{n+1}}{1-\beta_{n+1}}\left\|g\left(x_{n+1}\right)-y_{n+1}\right\|+\frac{\alpha_{n}}{1-\beta_{n}}\left\|g\left(x_{n}\right)-y_{n}\right\|+\frac{M_{2}}{r_{n+1}}\left|r_{n+1}-r_{n}\right| \\
& +\omega_{n+1}\left\|e_{n+1}-e_{n}\right\|+\left|\delta_{n+1}-\delta_{n}\right|\left\|x_{n+1}\right\| \\
& +\left|\lambda_{n}-\lambda_{n+1}\right|\left\|S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\|+\left|\omega_{n}-\omega_{n+1}\right|\left\|e_{n}\right\| .
\end{aligned}
$$

It follows that

$$
\limsup _{n \rightarrow \infty}\left(\left\|z_{n+1}-z_{n}\right\|-\left\|x_{n}-x_{n+1}\right\|\right) \leqslant 0
$$

Using Lemma 1.3, the restriction imposed on $\left\{\beta_{n}\right\}$ and the definition of $\left\{z_{n}\right\}$, we arrive at

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-x_{n+1}\right\|=0 \tag{2.5}
\end{equation*}
$$

Note that

$$
\left\|y_{n}-x_{n}\right\| \leqslant\left\|x_{n+1}-x_{n}\right\|+\alpha_{n}\left\|g\left(x_{n}\right)-y_{n}\right\|+\beta_{n}\left\|x_{n}-y_{n}\right\|
$$

It follows that

$$
\left\|y_{n}-x_{n}\right\| \leqslant \frac{\left\|x_{n+1}-x_{n}\right\|}{1-\beta_{n}}+\frac{\alpha_{n}}{1-\beta_{n}}\left\|g\left(x_{n}\right)-y_{n}\right\|
$$

Using (2.5) and the restriction imposed on $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$, we see that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0 \tag{2.6}
\end{equation*}
$$

Note that

$$
\begin{aligned}
& \left\|x_{n}-S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\| \\
& \quad \leqslant\left\|x_{n}-y_{n}\right\|+\delta_{n}\left\|x_{n}-S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\|+\omega_{n}\left\|Q C e_{n}-S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\| .
\end{aligned}
$$

This implies that

$$
\left\|x_{n}-S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\| \leqslant \frac{\left\|x_{n}-y_{n}\right\|}{1-\delta_{n}}+\frac{\omega_{n}}{1-\delta_{n}}\left\|Q_{C} e_{n}-S\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}\right\|
$$

Since $\lim \sup _{n \rightarrow \infty} \delta_{n}<1$, we may assume, without loss of generality, that $\delta_{n}<\delta<1$ for all $n$. Using (2.6), we get that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-S \rho_{n}\right\|=0 \tag{2.7}
\end{equation*}
$$

From Lemma 1.4, we obtain that

$$
\begin{aligned}
\left\|(\operatorname{Id}+r A)^{-1}\left(x_{n}\right)-\rho_{n}\right\| & =\left\|(\operatorname{Id}+r A)^{-1}\left(\frac{r}{r_{n}} x_{n}+\left(1-\frac{r}{r_{n}}\right) \rho_{n}\right)-(\operatorname{Id}+r A)^{-1} x_{n}\right\| \\
& \leqslant\left\|x_{n}-\left(\left(1-\frac{r}{r_{n}}\right)\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}+\frac{r}{r_{n}} x_{n}\right)\right\| \\
& \leqslant\left|r_{n}-r\right| \frac{M_{3}}{r_{n}}
\end{aligned}
$$

where $M_{3}=\sup \left\{\left\|\rho_{n}-x_{n}\right\|: n \geqslant 1\right\}$. It follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|(\operatorname{Id}+r A)^{-1}\left(x_{n}\right)-\rho_{n}\right\|=0 \tag{2.8}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
\left\|x_{n}-S(\operatorname{Id}+r A)^{-1}\left(x_{n}\right)\right\| & \leqslant\left\|x_{n}-S \rho_{n}\right\|+\left\|S \rho_{n}-S(\operatorname{Id}+r A)^{-1}\left(x_{n}\right)\right\| \\
& \leqslant\left\|\rho_{n}-(\operatorname{Id}+r A)^{-1}\left(x_{n}\right)\right\|+\left\|x_{n}-S \rho_{n}\right\|
\end{aligned}
$$

Combining (2.7) with (2.8), we arrive at

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-S(\operatorname{Id}+r A)^{-1} x_{n}\right\|=0 \tag{2.9}
\end{equation*}
$$

Let k be a real number in $(0,1)$ and define a mapping $\Upsilon$ by

$$
\Upsilon=(1-\kappa) S(I d+r A)^{-1}+\kappa g
$$

It follows that

$$
\begin{gathered}
\left\|\left((1-\kappa) S(I d+r A)^{-1} x+k g(x)\right)-\left((1-\kappa) S(I d+r A)^{-1} y+k g(y)\right)\right\| \\
(1-\kappa)\left\|S(I d+r A)^{-1} x-S(I d+r A)^{-1} y\right\|+\kappa\|g(x)-g(y)\| \\
(1-\kappa)\left\|(I d+r A)^{-1} x-(I d+r A)^{-1} y\right\|+\kappa \alpha\|x-y\| \\
\leqslant(1-\alpha(1-\kappa))\|x-y\|, \quad \forall x, y \in C
\end{gathered}
$$

This shows that $\Upsilon$ is $(1-\alpha(1-\kappa))$-contractive. From the Banach contractive principal, we find that it has a unique fixed point. Next we use $x_{k}$ to denote the unique fixed point of $\Upsilon$, that is,

$$
(1-\kappa) S(\operatorname{Id}+r A)^{-1} x_{\kappa}+k g\left(x_{\kappa}\right)=x_{\kappa}, \quad \forall \kappa \in(0,1)
$$

From Lemma 1.5, we find that $x_{k} \rightarrow \bar{x}$, as $k \rightarrow 0$, where $\bar{x}=P_{A^{-1}(0) \cap F(S)} g(\bar{x})$, that is, $\bar{x}$ is a unique solution of generality variational inequality

$$
\langle\bar{x}-g(\bar{x}), j(\bar{x}-y)\rangle \leqslant 0, \quad \forall y \in A^{-1}(0) \cap F(S)
$$

Next, we prove

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle g(\bar{x})-\bar{x}, J\left(x_{n}-\bar{x}\right)\right\rangle \leqslant 0 \tag{2.10}
\end{equation*}
$$

Note that

$$
\begin{aligned}
\left\|x_{n}-x_{\kappa}\right\|^{2}= & (1-\kappa)\left\langle S(\operatorname{Id}+r A)^{-1} x_{\kappa}-x_{n}, j\left(x_{\kappa}-x_{n}\right)\right\rangle+\kappa\left\langle g\left(x_{\kappa}\right)-x_{n}, j\left(x_{\kappa}-x_{n}\right)\right\rangle \\
= & (1-\kappa)\left\langle S(\operatorname{Id}+r A)^{-1} x_{n}-x_{n}, j\left(x_{\kappa}-x_{n}\right)\right\rangle \\
& +(1-\kappa)\left\langle S(\operatorname{Id}+r A)^{-1} x_{\kappa}-S(\operatorname{Id}+r A)^{-1} x_{n}, j\left(x_{\kappa}-x_{n}\right)\right\rangle \\
& +\kappa\left\langle x_{\kappa}-x_{n}, j\left(x_{\kappa}-x_{n}\right)\right\rangle+\kappa\left\langle g\left(x_{\kappa}\right)-x_{\kappa}, j\left(x_{\kappa}-x_{n}\right)\right\rangle \\
\leqslant & (1-\kappa)\left(\left\|S(\operatorname{Id}+r A)^{-1} x_{n}-x_{n}\right\|\left\|x_{\kappa}-x_{n}\right\|+\left\|x_{\kappa}-x_{n}\right\|^{2}\right) \\
& +\kappa\left\langle g\left(x_{\kappa}\right)-x_{\kappa}, J\left(x_{\kappa}-x_{n}\right)\right\rangle+\kappa\left\|x_{\kappa}-x_{n}\right\|^{2} \\
\leqslant & (1-\kappa)\left\|S(\operatorname{Id}+r A)^{-1} x_{n}-x_{n}\right\|\left\|x_{\kappa}-x_{n}\right\|+\left\|x_{n}-x_{\kappa}\right\|^{2} \\
& -\kappa\left\langle x_{\kappa}-g\left(x_{\kappa}\right), J\left(x_{\kappa}-x_{n}\right)\right\rangle, \quad \forall \kappa \in(0,1) .
\end{aligned}
$$

This implies that

$$
\left\langle x_{\kappa}-g\left(x_{\kappa}\right), J\left(x_{\kappa}-x_{n}\right)\right\rangle \leqslant \frac{(1-\kappa)\left\|x_{\kappa}-x_{n}\right\|}{\kappa}\left\|S(I d+r A)^{-1} x_{n}-x_{n}\right\|, \quad \forall \kappa \in(0,1)
$$

In view of (2.9), we find that

$$
\limsup _{n \rightarrow \infty}\left\langle x_{\kappa}-g\left(x_{\kappa}\right), J\left(x_{\kappa}-x_{n}\right)\right\rangle \leqslant 0
$$

Taking the limsup as $\kappa \rightarrow 0$ and noticing the fact that the two limits are interchangeable due to the fact the duality map J is norm-to-norm uniformly continuous on bounded sets, we obtain that (2.10) holds.

Finally, we show that $\lim _{n \rightarrow \infty}\left\|x_{n}-\bar{x}\right\|=0$. Note that $\left\|\rho_{n}-\bar{x}\right\| \leqslant\left\|x_{n}-\bar{x}\right\|$. It follows that

$$
\begin{aligned}
\left\|y_{n}-\bar{x}\right\| & =\left\|\delta_{n}\left(x_{n}-\bar{x}\right)+\lambda_{n}\left(\rho_{n}-\bar{x}\right)+\omega_{n}\left(Q_{C} e_{n}-\bar{x}\right)\right\| \\
& \leqslant \delta_{n}\left\|x_{n}-\bar{x}\right\|+\lambda_{n}\left\|\rho_{n}-\bar{x}\right\|+\omega_{n}\left\|Q_{C} e_{n}-\bar{x}\right\| \\
& \leqslant\left(1-\omega_{n}\right)\left\|x_{n}-\bar{x}\right\|+\omega_{n}\left\|e_{n}-\bar{x}\right\| .
\end{aligned}
$$

This in turn implies from Lemma 1.1 that

$$
\begin{aligned}
\left\|x_{n+1}-\bar{x}\right\|^{2}= & \left\|\beta_{n}\left(x_{n}-\bar{x}\right)+\gamma_{n}\left(y_{n}-\bar{x}\right)+\alpha_{n}\left(g\left(x_{n}\right)-\bar{x}\right)\right\| \\
\leqslant & \left\|\beta_{n}\left(x_{n}-\bar{x}\right)+\gamma_{n}\left(y_{n}-\bar{x}\right)\right\|^{2}+2 \alpha_{n}\left\langle\left(g\left(x_{n}\right)-\bar{x}\right), J\left(x_{n+1}-\bar{x}\right)\right\rangle \\
\leqslant & \left(\beta_{n}\left\|x_{n}-\bar{x}\right\|+\gamma_{n}\left\|y_{n}-\bar{x}\right\|\right)^{2}+2 \alpha_{n}\left\langle\left(g\left(x_{n}\right)-\bar{x}\right), J\left(x_{n+1}-\bar{x}\right)\right\rangle \\
\leqslant & \left(1-\alpha_{n}\right)^{2}\left\|x_{n}-\bar{x}\right\|^{2}+2 \alpha_{n}\left\langle g\left(x_{n}\right)-g(\bar{x}), J\left(x_{n+1}-\bar{x}\right)\right\rangle \\
& +2 \alpha_{n}\left\langle g(\bar{x})-\bar{x}, J\left(x_{n+1}-\bar{x}\right)\right\rangle \\
\leqslant & \left(1-\alpha_{n}\right)^{2}\left\|x_{n}-\bar{x}\right\|^{2}+2 \alpha_{n} \alpha\left\|x_{n}-\bar{x}\right\|\left\|x_{n+1}-\bar{x}\right\| \\
& +2 \alpha_{n}\left\langle g(\bar{x})-\bar{x}, J\left(x_{n+1}-\bar{x}\right)\right\rangle \\
\leqslant & \left(1-\alpha_{n}\right)^{2}\left\|x_{n}-\bar{x}\right\|^{2}+\alpha_{n} \alpha\left(\left\|x_{n}-\bar{x}\right\|^{2}+\left\|x_{n+1}-\bar{x}\right\|^{2}\right) \\
& +2 \alpha_{n}\left\langle g(\bar{x})-\bar{x}, J\left(x_{n+1}-\bar{x}\right)\right\rangle .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left\|x_{n+1}-\bar{x}\right\|^{2} & \leqslant \frac{1+\alpha_{n}^{2}-\alpha_{n}(2-\alpha)}{1-\alpha_{n} \alpha}\left\|x_{n}-\bar{x}\right\|^{2}+2 \frac{\alpha_{n}}{1-\alpha_{n} \alpha}\left\langle g(\bar{x})-\bar{x}, J\left(x_{n+1}-\bar{x}\right)\right\rangle \\
& \leqslant \frac{1-\alpha_{n}(2-\alpha)}{1-\alpha_{n} \alpha}\left\|x_{n}-\bar{x}\right\|^{2}+2 \frac{\alpha_{n}}{1-\alpha_{n} \alpha}\left\langle g(\bar{x})-\bar{x}, J\left(x_{n+1}-\bar{x}\right)\right\rangle+M_{4} \alpha_{n}^{2}
\end{aligned}
$$

where $M_{4}$ is an appropriate constant such that $M_{4} \geqslant \sup \left\{\frac{\left\|x_{n}-\bar{x}\right\|^{2}}{1-\alpha_{n} \alpha}: n \geqslant 1\right\}$. Using Lemma 1.2, we obtain the desired conclusion immediately.

From Theorem 2.1, we have the following results.
Corollary 2.2. Let $A$ be an $m$-accretive operators on a real uniformly smooth Banach space $E$. Assume that $A^{-1}(0) \neq \emptyset$ and $C:=\overline{\mathrm{D}(\mathrm{A})}$ is a convex subset of E . Let $\mathrm{Q}_{\mathrm{C}}$ be the sunny nonexpansive retraction from E onto C. Let $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\},\left\{\delta_{n}\right\},\left\{\lambda_{n}\right\}$, and $\left\{\omega_{n}\right\}$ be real number sequences in $(0,1)$. Let $g: C \rightarrow C$ be a contractive mapping with constant $\alpha \in(0,1)$. Let $\left\{x_{n}\right\}$ be a sequence defined by

$$
\left\{\begin{array}{l}
x_{0} \in C \\
x_{n+1}=\alpha_{n} g\left(x_{n}\right)+\beta_{n} x_{n}+\gamma_{n} y_{n}, \quad \forall n \geqslant 0 \\
y_{n}=\delta_{n} x_{n}+\lambda_{n} \rho_{n}+\omega_{n} Q C e_{n}, \quad \forall n \geqslant 0 \\
\rho_{n}=\left(\operatorname{Id}+r_{n} A\right)^{-1} x_{n}, \quad \forall n \geqslant 0
\end{array}\right.
$$

where $\left\{e_{n}\right\}$ is a bounded sequence in $E,\left\{r_{n}\right\}$ is a nonnegative real numbers sequence. Assume that $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$, $\left\{\delta_{n}\right\},\left\{\lambda_{n}\right\}$, and $\left\{\omega_{n}\right\}$ satisfy the following restrictions:
(a) $\alpha_{n}+\beta_{n}+\gamma_{n}=\delta_{n}+\lambda_{n}+\omega_{n}=1$, for each $n \geqslant 0$;
(b) $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(c) $0<\liminf _{n \rightarrow \infty} \beta_{n} \leqslant \lim \sup _{n \rightarrow \infty} \beta_{n}<1$;
(d) $\sum_{n=0}^{\infty} \omega_{n}<\infty, \lim \sup _{n \rightarrow \infty} \delta_{n}<1$;
(e) $\lim _{n \rightarrow \infty}\left|\delta_{n+1}-\delta_{n}\right|=0, \lim _{n \rightarrow \infty}\left|\lambda_{n+1}-\lambda_{n}\right|=0$;
(f) $\lim _{n \rightarrow \infty} r_{n}=r \in(0,+\infty)$.

Then $\left\{x_{n}\right\}$ converges strongly to a zero point $x^{*}$ of $A$, which is the unique solution to the following variational inequality

$$
\left\langle f\left(x^{*}\right)-x^{*}, x^{*}-x\right\rangle \geqslant 0, \quad \forall x \in A^{-1}(0)
$$

Corollary 2.3. Let E be a real uniformly smooth Banach space. Let $\mathrm{S}: \mathrm{C} \rightarrow \mathrm{C}$ be a nonexpansive mapping with fixed points. Let $Q_{c}$ be the sunny nonexpansive retraction from $E$ onto $C$. Let $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\},\left\{\delta_{n}\right\},\left\{\lambda_{n}\right\}$, and $\left\{\omega_{n}\right\}$ be real number sequences in $(0,1)$. Let $g: C \rightarrow C$ be a contractive mapping with constant $\alpha \in(0,1)$. Let $\left\{x_{n}\right\}$ be a sequence defined by

$$
\begin{cases}x_{0} \in C & \\ x_{n+1}=\alpha_{n} g\left(x_{n}\right)+\beta_{n} x_{n}+\gamma_{n} y_{n}, & \forall n \geqslant 0, \\ y_{n}=\delta_{n} x_{n}+\lambda_{n} S x_{n}+\omega_{n} Q_{C} e_{n}, & \forall n \geqslant 0\end{cases}
$$

where $\left\{e_{n}\right\}$ is a bounded sequence in $E$. Assume that $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\},\left\{\delta_{n}\right\},\left\{\lambda_{n}\right\}$, and $\left\{\omega_{n}\right\}$ satisfy the following restrictions:
(a) $\alpha_{n}+\beta_{n}+\gamma_{n}=\delta_{n}+\lambda_{n}+\omega_{n}=1$, for each $n \geqslant 0$;
(b) $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(c) $0<\liminf _{n \rightarrow \infty} \beta_{\mathfrak{n}} \leqslant \limsup _{n \rightarrow \infty} \beta_{\mathfrak{n}}<1$;
(d) $\sum_{n=0}^{\infty} \omega_{n}<\infty, \lim \sup _{n \rightarrow \infty} \delta_{n}<1$;
(e) $\lim _{n \rightarrow \infty}\left|\delta_{n+1}-\delta_{n}\right|=0, \lim _{n \rightarrow \infty}\left|\lambda_{n+1}-\lambda_{n}\right|=0$.

Then $\left\{x_{n}\right\}$ converges strongly to a fixed point $x^{*}$ of $S$, which is the unique solution to the following variational inequality

$$
\left\langle f\left(x^{*}\right)-x^{*}, x^{*}-x\right\rangle \geqslant 0, \quad \forall x \in \operatorname{Fix}(S)
$$

Remark 2.4. Our main results mainly improves the corresponding in Chang et al. [8] and Kim and Xu [12]. The stepsize of $r_{n}$ is variable instead of a fixed constant in Chang et al. [8] although it has a strong restrictions $\lim _{n \rightarrow \infty} r_{n}=r \in(0,+\infty)$. The restrictions imposed on the control sequences are mild. It deserves to mention that the common solution is also a unique solution to another monotone variational inequality. In Qin et al. [19], a viscosity approximation with continuous bounded and strong pseudocontractions are studied for the class of continuous pseudocontractions. It is of interest to extend the main results of this article to the viscosity approximation with continuous bounded and strong pseudocontractions in a nonuniformly smooth Banach space.
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