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Abstract

In this manuscript, using Schaefer’s fixed point theorem, we derive some sufficient conditions for the existence of solutions
to a class of fractional differential equations (FDEs). The proposed class is devoted to the impulsive FDEs with nonlinear
integral boundary condition. Further, using the techniques of nonlinear functional analysis, we establish appropriate conditions
and results to discuss various kinds of Ulam-Hyers stability. Finally to illustrate the established results, we provide an example.
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1. Introduction and preliminaries

Recently impulsive differential equations have been considered by many authors due to their signif-
icant applications in various fields of science and technology. These equations describe the evolution
processes that are subjected to abrupt changes and discontinuous jumps in their states. Many physical
systems like the function of pendulum clock, the impact of mechanical systems, preservation of species by
means of periodic stocking or harvesting and the heart’s function, etc. naturally experience the impulsive
phenomena. Similarly in many other situations, the evolutional processes have the impulsive behavior.
For example, the interruptions in cellular neural networks, the damper’s operation with percussive ef-
fects, electromechanical systems subject to relaxational oscillations, dynamical systems having automatic
regulations, etc., have the impulsive phenomena. For detail study, see [1, 6, 9, 13, 29, 39]. Due to its large
number of applications, this area has been received great importance and remarkable attention from the
researchers. In [34], Wang et al. studied the existence and uniqueness of solutions to a class of nonlocal
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Cauchy problems of the form

CPPu(t) =g(t,ut)); ted=100,T), t#£ty form=1,2,...,q,
u(o) = Uy, A(u(t))|t:tm = Im(u(t))|t:tm/ m = 1/ 2/' cey q/

where €DP is the Caputo fractional derivative of order p € (0, 1), the function g : § x R — R is continuous
and up € R. Wang et al. [32], studied a class of differential equations with fractional integrable impulses

of the form
u,(t) = g(t/u(t))/ te (lethrl]/ m = 1/2/' LR q/

u(t) = IP omltult)), pe(0,1), m=12,...4q,
u(O) =y € R,

where g : [0,T] x R - R and o, : [tm, (m] X R — R forallm =1,2,...,q are continuous and

t
17, omltu(t) = o |t 0P Tom(Gu@)de
" I'p) Je,,

Besides from the aforesaid problems, recently by using fixed point theory, several remarkable problems
have been investigated in FDEs with various boundary conditions, for detail see [2, 7, 28] and the ref-
erences therein. Sometimes in many applications like numerical analysis, optimization, mathematical
biology, business mathematics, economics etc., we come across the situation where finding the exact so-
lution is quite difficult task. Therefore stability analysis plays important role in this regard. Various
kinds of stability like, exponential, Mittage-Leffler stability, etc. have been considered in many papers.
Another form of stability called Ulam-type stability has been studied in many papers. This concept was
introduced in the mid of 19th century and now it is a well-explored area of research. Further, about
the stability of functional equations, ordinary differential equations and FDEs for some recent work, we
recommend the readers to study [3, 3, 14, 30, 36]. Further, to know about the recent contribution, we refer
to [4, 5, 8, 10-12, 15, 17, 18, 21, 26, 27, 31, 33, 35, 37, 38].

Recently another class of fractional differential equations known as fuzzy fractional differential equa-
tions has given much attention. As in very recent years, some authors investigated the solvability results
for nonlocal problems of fuzzy fractional differential systems under gh-differentiability in fuzzy metric
spaces, which has been further extended to fuzzy wave equations, see [24] for detail. Similarly, the au-
thors [23], considered fuzzy fractional partial differential equations under Caputo generalized Hukuhara
differentiability and developed interesting results were obtained. The aforesaid equations have signifi-
cant applications in the theory of linear viscoelasticity. Onward, the authors of [22] developed a new
approach for the solutions of fuzzy differential systems (FDSs) and fuzzy partial differential equations.
Similarly, in [25], authors investigated the solvability of Darboux problems for nonlinear fractional partial
integro-differential equations with uncertainty under Caputo gh-fractional differentiability in the infinite
domain [0,00) x [0,00). Further, they introduced some new concepts about Hyers-Ulam stability and
Hyers-Ulam-Rassias stability for considered problems by using the equivalent integral forms.

Motivated by the aforesaid work, in this manuscript, we investigate the existence, uniqueness and
Ulam-Hyers stability results for the following implicit impulsive fractional differential equations with
nonlinear integral boundary conditions

CDPu(t) = g(t,u(t)," DPu(t)), t #tm € J=1[0,T], form=1,2,...,q,

_[fa—or 11
wo) = | Bl w0 (1)

Au(tm) = Im(u(tm))/ m = 1/2/' ey q/

where €DP is the Caputo fractional derivative and p € (0,1], moreover, the nonlinear functions g, o :
Jd xR — R are continuous. Further, I, : R — R represents impulsive nonlinear mapping and Au(ty,) =
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u(ti) —u(ty,) where u(ty,) and u(t;,) represent the right and the lift limits, respectively, at t = t,, for
m=12,...,q.

This manuscript is organized as follows. In Section 2, we introduce some notations, definitions and
auxiliary results. In Section 3, we give the uniqueness and existence results for the concerned problem
(1.1). The uniqueness result is obtained via the Banach contraction principle, while the existence result
is obtained by using the Schaefer’s fixed point theorem. In Section 4, we investigate the Ulam-Hyers
stability and Ulam-Hyers-Rassias stability results for the problem (1.1). And in Section 5, we present an
example to explain the applicability of our obtained results.

2. Background materials and preliminaries
In this section, we recall some preliminaries materials required in this paper from [19, 20, 34, 40].
Definition 2.1. The fractional integral of order p € R for a function ¢ € L'([0, T],R ) is defined by

P9(t) = Jt Ul tla

o T ¥()dg,

provided that the integral converges.
Definition 2.2. The Caputo derivative of fractional order p for a function ¢ : (0, c0) — R is defined by
cora(w = g [ - or e gac,
(p—1) Jo
where n = [p] + 1 and [p] is the integer part of the real number p.
Lemma 2.3. For p > 0, the following result holds

(o) .
PEDPH(t) =9(t) — ) t', wheren = [p] + 1.

i=0

il
Lemma 2.4. For p > 0, the differential equation CDPY(t) = 0 has a solution in the form
dt)=ep+et+et? +est? +---+en 1t !, wheree; €R,1=0,1,2,3,...,n—1, n=[p]+ 1.
Lemma 2.5. For p > 0, the following result is valid
IPCDPH(t) =eg+ert+ext? +estP + -+ enqt" !, wheree; €R, 1=0,1,2,3,...,n—1, n=[p]+ 1.

Let 8 = [OIT]I 80 = [O/tl]/ Hl = (tl/tZ]/ 32 - (t2/t3}/ "'/qul - (tqflltq]/ gq = (tq/T]/ 8/ -
I\ {t1,t2,..., tq}. Also for convenience use the notation J, = (tm, tm+1]. Further, define

B=PC(J,R)={u:J >R:ue C(dm,R),m=1,...,q

and there exist the left limit u(t;;) and right limit u(t;;), m = 1,2,..., q}. Obviously the space B is a
Banach space endowed with norm defined by |ul/pc := sup, s{u(t)l}. Assume that for w € B, e > 0,
P > 0, and a nondecreasing function ¢ € C(J, R ), the following inequalities hold:

{ ICDPw(t) — g(t, w(t),S DPw(t))| <€ t €dm, m=1,2,...,q, 21
| AW(tm) — Imw(tm))I<e, m=1,2,...,q, '
{ ICDPw(t) — glt,w(t)," DP(t)| < @(t), t€Tm, m=12,...,q, 22)
[AW(tm) —Inw(tm)) <Y, m=1,2,...,q, '
and
{ ICDPw(t) — g(t, w(t),C DPw(t))| < e@(t), t€Im, m=1,2,...,q, 23)
[ AW(tm) — In(wtm))<ep, m=1,2,...,q. '
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Definition 2.6 ([33]). The problem (1.1) is Ulam-Hyers stable, if there exists a real number cgm,q,0 > 0,
such that for each € > 0 and for each solution w € B of the inequality (2.1), there exists a solution u € B
of the problem (1.1) such that

w(t) —u(t)] < Cg,p,q,0€ tE d.

Definition 2.7 ([33]). The problem (1.1) is generalized Ulam-Hyers stable if there exists a real number
0g,0,m,q,0 € C(Ry,Ry), 04,0,m,q,0(0) = 0, such that and each € > 0 and for each solution w € ‘B of the
inequality (2.1), there exists a solution u € ‘B to the problem (1.1) such that

w(t) —u(t)] < 8g,0,p,q,0(€), t€T.
Remark 2.8. It should be noted that Definition 2.6 implies Definition 2.7.
Definition 2.9 ([33]). The problem (1.1) is Ulam-Hyers-Rassias stable with respect to (@, 1), if there exists

a real number cg m,q,0,o > 0, such that for each € > 0 and for each solution w € ‘B of the inequality (2.3),
there exists a solution u € B of the problem (1.1) such that

|W(t) _u(t)| g Cg,p,q,o,(pe(ll) + (p(t)), te 3

Definition 2.10 ([33]). The problem (1.1) is generalized Ulam-Hyers-Rassias stable with respect to (¢, V)
if there exists a real number cg p, q,0,¢ > 0, such that for each solution w € 9B of the inequality (2.2), there
exists a solution u € 9B of the problem (1.1) such that

w(t) —u(t) < cg,q,0,0 (W + @(t), tET.

Remark 2.11. We remark that Definition 2.9 implies Definition 2.10.
Remark 2.12. A function w € B is a solution of the inequality (2.1) if there exists a function @ € 8 and a
sequence @m, m =1,2...,q depending on w, such that

() @) <e loml<etedm m=12...,q;

(i) CDPw(t) = g(t,w(t),C DPw(t)) + @(t), t €Jm, m=1,2,...,q;
(i) Aw(t =tm) =LnW(tm)) +@m, t €Jm, m=1,2,...,q.
Remark 2.13. A function w € B is a solution of the inequality (2.2) if there exists a function @ € 8 and a
sequence @m, m=1,2...,q depending on w, such that

(i) “DPw(t) = g(t,w(t)," DPw(t)) +@(t), t € Jm, m=1,2,...,¢;
Remark 2.14. A function w € ‘B is a solution of the inequality (2.2) if there exists a function @ € 5 and a
sequence @m, m=1,2...,q (Which depends on w) such that

(i) @t <ep(t), [@ml< e, t€Jm,m=12,...,q;

(i) “DPw(t) = g(t,w(t), DPw(t)) + @(t), t € Jm, m=1,2,...,q;
Theorem 2.15 ([16, Banach’s fixed point theorem]). Let B be a Banach space. Then any contraction mapping
[ B — B has a unique fixed point.

Theorem 2.16 ([16, Schaefer’s fixed point theorem]). Let B be a Banach space and F : B — ‘B is a completely
continuous operator and the set D ={u € B : uw=pFu, 0 < p < 1}is bounded. Then I has a fixed point in B.

Theorem 2.17 ([20, Arzela-Ascoli’s theorem]). Let H € C(J,R), I is relatively compact (i.e., F is compact) if
1. X is uniformly bounded that is there exists € > 0, such that

If(v)| < € foreach g€ Handv € 3.
2. H is equi-continuous, that is for every € > 0, there exists & > 0 such that for any

w, Ve, v—v| < b implies |g(v) — g(V)| < € foreach g € H.
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3. Existence of at least one solution

In this section, we investigate the existence and uniqueness of solution to the proposed class of impul-

sive integral boundary value problem of implicit fractional differential equations.

Lemma 3.1. The solution uw € C(J,R) of the following fractional integral boundary value problem of impulsive

differential equations for y € C(g, R)
COPu(t) =y(t), 0<p<1, t#tmed, form=12,...,q,
u(0) = JT (T_C);_lo(c,u(cndc,
Aulty) = T (Wtm), where m=1,2,...,4,

< oiven b
is given by . 1 T
L P u-cr -
I'(p) Jo (t=¢) H(C)dC+JO I'(p)

N Sl GOl ult
u(t) = J T dC+ZU‘ TU(C)dC‘f‘Il(u(tx))

tm

o(C,u(g))de, t € Jo,

(T—or ! _
+J0 TG(Clu(C))dC/ te 8m/ m = 1/2,---;(]-

(3.1)

(3.2)

Proof. Let u be a solution of problem (3.1), then for any t € Jy, there exists a constant ey € IR such that

u(t) = Py(t) +ep = r(lp) L (t— Q)P My (L)AL + eo.

Using the condition u(0 fo % o(¢,u(C))dd, equation (3.3) yields that

T(T—gr!

) o(C,u(c))dc.

Therefore, (3.3) takes the form

1 - Tr-ogr!
w8 = g (=0 @t | S

Similarly for t € J;, there exists a constant d; € R, such that

o(¢,u(d))de, t € do.

t) = 1 t(t O ly(Qdc+d
u()—r(p)L — QP YO+ dr.

Hence we have

o (10" _
utr) = o [N artyoacs [ T e uana ui) = an
In view of
Ault) = w(t)) —ulty) = h(ult))
we get : . 1 T(Tic)p—l
d = s | (= 0P 0z | S oG @)+ D),

(3.3)
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For this value of d;, we have

u(t) = r(lp) j (t— QP y(0)dE + r(lp) Jol(tl _ Py (QdL+ L (u(t)
T(T—gpr!
+L Sl u@)dg te g,

Repeating the same fashion in this way for t € g, we get

ol v [ RGOl
u(t)=| —5—y(gd¢+ ——— Yy (QdC+ i (u(ty))
Lm I'(p) ; Lil I'p)
Tt ~p-1
—|—JO 7(1— ré)))p O'(C,LL(C))dC, tedm, m:]-/zr"'lq‘

Conversely, assume that u is a solution of the integral equation (3.2), then we can easily verify that the
solution u(t) given by equation (3.2) satisfies problem (3.1) along with its impulsive and integral boundary
conditions. O

For obtaining the desired results, we assume the following.
(H;) the function g: J x R x R — R is continuous;
(Hp) there exist constants Kg >0 and 0 < L4 < 1 such that

lg(t, ug, W) — g(t, uz, wa)l < Kghuy — up| + Lglwy —wo|, for t € J and wy, up, wi, wz € R;

(Hs) there exists a constant Ly > 0 such that

lo(t,u1) —o(t,up)| < LoJug —up|, foreach uj,u € R, t€Jyy,m=1,2,...,q;

(Hy) there exists a constant Ly > 0 such that

Im (w) — Im (u2)] < Lijlug —wp| for each v, € R,t € Jyy and m=1,2,...,q;

(Hs) there exist constants «, 3,y € C(J,IR.), such that
[f(t,w(t), wt))] < o(t) + B(t)u| +y(t)w], for ted,uweR,
with o* =sup, 4 «(t), B* =sup, 4 B(t) and y* =sup, 4 v(t) < 1;
(He) the functions Iy, : R — IR are continuous and there exist constants N, N* > 0, such that

IIm (w)| < NJu(t)|+ N* foreachu e R, m=1,2,...,q;

(Hy) the function 0: J x R — R is continuous and there exists a constant J > 0 such that

lo(t,u)] < J foreach t € Jy, forallu e R.

Theorem 3.2. Let assumptions (Hq)-(Hy) be satisfied and if

KgTP Lo TP K TP
A LD D ((1 1) +LI)} <L (3.4)

then the problem (1.1) has a unique solution u in B.
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Proof. We define a mapping F : B — B by

1 t T T— p—1
(Fuw(t) = W)L (t— C)p—lg(c,u(C),y(C)Jdc+L (r(fj)c(c,u(cndc, t € do;
gt [ tn (g — ()P
Fu) = | B ety vacr 3 J e WD) )

T -1
(T—QP _
+J'o TG(C’u(C))dC’ tedm, m=12,...,q.

For any u,w € B and t € J, consider the following

(rwite) (el < | (tng;xuy;mamc+ R (RIGI
tm O<tm<t?tm-1

T _ —1
oy ~ Infultm)) + | S lo(E w(0)) — ofE ul0)Idg,
O<tm<t 0 P)

where x, y € C(J,R) and are given by

x(t) = g(t,w(t),x(t)), y(t) = glt,u(t),y(t)).
By (H»), we have

x(t) —y(t)l = [g(t, w(t), x(t)) — g(t, u(t), y(t))

n
=
<
Z
=
=
+
B
z
=
=

Then K,
MY -yl <

Thus using inequality (3.5) and assumptions (Hs) and (H4), we have

(t) —u(t)l. (3.5)

Ko [* (t=Qr s (P
lFw—Fulpc < 7 _9}_ J o) w(t) —u(t)ld+ —ng mz_l Lml o) w(t) —u(t)[dg
(T—qp !
+LIZ;m '+Lfk T RILE
KgTP qKgTP LsTP > B
(u—uww+n Aty 9 i) MY
Thus we have
IFw—Fulpc < [ KgTP N LoTP +q< KgTP L )} Iw— ]
PN I-Trlp+1) " Tlp+1) A-Lrp+1) e

By the same process, for t € Jo, we obtain the following result
lrw=rulee < (oSt + ) -l
FER\-TlMp+1) " Tp+1) e
Combining both the results, we have for t € JoUJdm =
KgTP LsTP ( KgTP > }
+ + +L — :
ALt FprD I\ T Lrp e o)) v —ulee

lFw—rFu|pc < [

Now since

[ Ky TP N LsTP N ( KgTP L1 )} <1
I-Lrp+1)  Tp+1  \a-Lrp+n " )] =
hence by the Banach’s contraction theorem f is a contraction and thus it has a unique fixed point, which
is the corresponding unique solution of problem (1.1). This completes the proof. O
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Our next result is based on the Schaefer’s fixed point theorem.
Theorem 3.3. If the assumptions (Hy)-(Hs) are satisfied and if

B*TP(q+1)
(1—vy*)T(p+1)

gN + <1,

then problem (3.1) has at least one solution.
Proof. Consider the operator / defined in Theorem 3.2. We use the Schaefer’s fixed point theorem to
show that / has a fixed point. The proof is completed in four steps.

Step 1. F is continuous. Take a sequence {u,} € B, such that u,, — u € B. For t € J,, we have
I(Fun)(t) — (Fu)(t)]

L o O
< | o U(C)IdC+O<§<thl Ay (0) — (01 »

T _ —1
£ Y mlun(tn) = Il + [T

O<tm<t

0(¢, un () — o(C,u(d))lde,

where yn,y € C(J,R) and are given by

Yn(t) = gt un(t),x(t)) and y(t) = g(t, u(t), y(t)).

By (Hz), we have

lyn(t) —y(B)l = Ig(t, un(t), yn(t)) — g(t, u(t), y(t))| < Kglun (t) —u(t)] + Lglyn (t) —y(t)].

Therefore, we have
Ky

1-14
Now since u, — u as n — oo, which implies that yn(t) — y(t) asn — oo for each t € J. As a

consequence of Lebesgue dominated convergent theorem, the right hand side of inequality (3.6) tends to
zero as n — oo, hence

lyn(t) —y(t)| < [un —uflpc.

[(Fun)(t) = (Fu)(t) = 0 as n — oo,

which implies that
|Fun—Fullpc =0 as n — oco.

Similarly for t € Joy, we can easily show that
|[Fun—Fullpc =0 as n — oco.

Thus F is continuous on J.

Step 2. F maps bounded sets into bounded sets in B. In fact we just need to show that for any positive
constant p, there exists a constant 1 > 0 such that for each u € B, = {u € B : |jul[pc < p}, we have
IF (W|lpc <n.ForteJm

t _ -1
m I<tm<t tm—

tr—ort
+o<§<tlm(u“m))+L rp) o

(3.7)
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where y € C(J,R) and is given by
y(t) = glt,u(t), y(t)).
Keeping in mind (Hs) and for t € §J,, consider

y(l = lg(t,w,y())l < eelt) + B()[[uflpc +¥(DIY (W) < oeft) + B+ vy (D) < ™+ B +¥ Iy (t)],

where o* = SUP, g, a(t), p* = SUP, g, B(t), and v* = SUPicyg. v(t) < 1. From above last result, we get

o« 4B
< -
Yl < —— 7 =M.
And by (Hy), we have [o(t, u)| < 3. Thus by (Hs), (Hs), and (Hy), (3.7) becomes
MTP qMTP JTp

I(Fu)(t)] < + q(uN+N¥) + =Q.

Mp+1) Tlp+1) Mp+1)

Similarly for t € Jo, we have
(PO € o 2 =
STp+1) Tp+1)
Step 3. F maps bounded set into equi-continuous set of B.

Let t,t2 € Jm with t; < tp and let B, be a bounded set as in the second step. Then for u € By, we
have

_ O L (O L ‘ 2ty )P ! ’
(o)) - (o< | ) y(@)ac | B yioac
+ ) Tm(ultw)l (3.8)

O<tm<tr—ty

m [(tz —tn)P —(th —11)P — (14 —tm)P] + (ta — t1)(N|[ullpc + N*).

Similarly if t1, to € Jo, with t; < t; and u € B, we have

t o —1 - —1 . —1
I(Fu)(tz)—(Fu)(tl)KJ (“2 r 0P )y(é)dC‘Jr 0" ac
0 I'(p) I'(p) I'(p) (3.9)
< F(pM+1) [ﬂ; —t7 —|—2(t2—t1)p}

We see, the right-hand sides of (3.8) and (3.9) tend to zero as t; — tp. Therefore, as a result of the above
three steps and Arzela-Ascoli theorem, we deduce that / : B — B is completely continuous.

Step 4. A priori bound. Now in the final step, we show that the set defined by
Z={ueB:u=E§(fu)forsome0 < &< 1}

is bounded. Let u € Z, then for some 0 < & < 1, u = &(F u). Therefore for t € J, we have

L[ k=P (tm — Q)P
u(t)—E,Lm ol dc+£o<tz<tjtmlr(p) y(0)dg
(T—p !
+ ¢ Z +5J TP) o(¢,u())de

O<tm<t

t(t—QP- (tm — Q)P
<J Ty vloder ZJ rp) Y¢de

tm 0<tm<t tma

(3.10)

+0<§<t1m(u(tm)) +L et u()ac
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Also, we have [y(t)| < %”u”"c = M. Thus (3.10) becomes

—vF

(a* + B*|lul|pc) [t _ (a* + B*|[ullpc) tm _

tm 0<tm<t tma
3 (7 1

+alN|ulpe + N+ s | (T= 0P

((g+1)oc*TP * TP
luflpe < TYIE 9N Hrtpsny

PES T N By T
AN~ T+

It means that the set Z is bounded. Thus via the Schaefer’s fixed point theorem, we conclude that / has
a fixed point which is the corresponding solution of the proposed problem (1.1). O

4. Ulam-Hyers stability analysis

In this section, we obtain some sufficient conditions for the problem (1.1) to satisfy the definitions of
various types of Ulam-Hyers stabilty.

Theorem 4.1. If the assumptions (Hy)-(Hs3) and the inequality (3.4) are satisfied, then the problem (1.1) is Ulam-
Hyers stable and consequently generalized Ulam-Hyers stable.

Proof. Let w € B be a solution of the inequality (2.1) and let u be the unique solution of the following
problem
CDPu(t) = g(t,u(t)," DPu(t)), t #tm €I =0,T], form=1,2,...,q,

(T (T—gp !
u(0) —JO LTS

Au(tym) =In(ultym), m=1,2,...,q.
By Lemma 3.1, we have for each t € Jin

t (4 ryp-1 L S |
u = | Ev@ac Y| S w0

i=1

+;h(u(ti))+L (Tr(g;a(c,u(cndc, tedm m=12,...,q,

where y € C(J,R) and is given by y(t) = g(t,u(t),y(t)). Since w is a solution of inequality (2.1), hence by
Remark 2.12, we get

COPw(t) = g(t,w(t),C DPw(t)) +@(t), t€dm, m=1,2,...,q,

(T(m-grt
w(0) —JO C oLl (4.1)

Obviously the solution of (4.1) will be

s [ or@acs s [ - orte@acs [ -0 oo e
Em (t—rg_lx(adu Jtm “‘r(‘g_]w(odw i Jt (“;(S)p_lx((:)dc
= +;1J::1w@(c)duih(w(ti)wri@i
+LT (T;(g;_la(c,w(cndc, tedm m=12,...,q,
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where x € C(J,R) and is given by
X(t) = g(tlw(t)lx(t))

Therefore, for each t € Jn, we have the following

et Co gt
i) i) < | SO —y(@lacs | e (ol
. p—l p—l
+ZL1|( W+ZL1]MIMMM

+Z]Mwmn—uuum+2]ml
i=1 i=1

Ta—or! _ _
+Llﬁﬂwmwmn o(C W)L, t €, m=1,2,...,q.

By (Hy) we get

—y| <
Ix—yl < 5

Hence by (Hj), (H3), (Hs), and (i) of Remark 2.12, we get

Kgllw—ullpc Jt (t—gr!
1-1L4 tm (P
Kgllw —ullpc Jti (ti— QP!
1-1L4 t, T(p)

—i—eZJ_ r(p) d<:+||w u||pCZL1+Ze

T 1
(T—QP~
+ Lollw—u J ———d¢, tedm, m=1,2,...,
R q

TP
<<(mprmro+s)

+[ KgTP N %ﬂ’+ ( KgTP +L>hMuH
A—trp+1) Tp+1  Na—torp+n pe

t _ yp—1
dC+eJ 7(t ol

d
tm I'(p) ¢

[w—ullpc <

i=1

which implies that

€ (r(pﬂ (1+q) +q)

[w—ullpc < K, L1 KT T 4.2)
— T T e T\ e Tl
Similarly for t € Jy, we obtain
€T
w—ulpc < AR . (4.3)

Combining (4.2) and (4.3), for t € J, we have

(F (pr1D) (1+q)+q) N FpT)

KgTP LoTP KgTP TP L
- [(17L9£)Jr(p+1J + o T4 <(17Lg§)1r(p+l) +LI)} R N CEsY (1—9Lg +L0>

[w—ullpc <€
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Thus
||W_u”PC < Cg,p,q,0€,
where
TP TP
c . (F(P+1) (1+q)+q) + Tp+1)
9,p,.9,0 — K TP L,TP KqTP TP K
1- [(1—L9£);I"(p+1) BRECESV ((1—Lg?r(p+1) +LI)} =t (1%9 +LG>

Hence the problem (1.1) is Ulam-Hyers stable. Moreover if we set 0(e) = cg,p,q,0(€); 8(0) = 0, then the
problem (1.1) is generalized Ulam-Hyers stable. O

Now for the next result we assume that

(Hg) there exists a nondecreasing function ¢ € PC(J,IR) and there exists A, > 0 such that

IPe(t) <Ape(t) foreacht e .

Theorem 4.2. Assume that (Hy)-(H4), (Hg), and inequality (3.4) are satisfied, then the problem (1.1) is Ulam-
Hyers-Rassias stable with respect to (\p, @), consequently generalized Ulam-Hyers-Rassias stable.

Proof. Let w € Jmm be a solution of the inequality (2.3) and let u be a unique solution of the following
problem
CPPu(t) = g(t,u(t)," DPu(t)), t #tm € J=1[0,T], form=1,2,...,q,

(T(r=gp!
4(0) _L S elC (o),

Au(ty) =In(u(tm), m=12,...,q.

From the proof of Theorem 4.1, for each t € J.,, we obtain

- C—grt (P
wit) u(t)|<Lm Ao —Ix(2) y(C)IdC+Lmr(p) @(Q)ldg
- (M (g — P! - (Y (t— QP!
S S () —y(Qld B e(g)d
+;J kO —y(@) “;L-l ol
+ ) Liw(ty) = Li(ut)l+ ) @i(t)]
i=1 i=1
T (T_ -1
+L (Lt r(i))p 16(C,w(Q)) — o(Cw(@)IAE, t €, m=1,2,...,0.
By (Hy) we get
(0 (0] < 5w wlee
Hence by (Hy), (H3), (Ha), and (i) of Remark 2.14, we get
- Klw—ullpc [* (t—g)P~! ¢t P
wit) o) < SRR | Bt are | e e
Kglw—1ullpc & [ (ti—Q)P! — (% (t;—¢)P!
Sl —re LA TS 604
R HLH Fp) CH:;LH rpy #(04C
+||w—u||pCZL1+€Z¢+Lg||w—u||pCJO (Tr(g)pdC, tedm, m=12,...,q.
i=1 i=1
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Using (Hsg), we get

w(t) —u(t) < e Ape(t)(1+q) + q)

n I KgTP n LsTP +C|< KgTP +LI)_ W —uflpc
LA=Lglp+1) Tp+1) (1-Lg)l(p+1) |
<elet) +V)Ap(1+4q)+q)

L KeT? L LeT? < KgTP +L)' w—l|
[(1I—Lg)T(p+1) T(p+1) a 1-Lyrp+1) )] e

From which we have
e(e(t) +P)(Ap(1+4q)+q)

KgTP L,TP KyT '
=Tyrp+1) T Tpr1) T4 <W + LI)}

[w—ullpc < (4.4)

Similarly for t € gy, we obtain
eAp@(t)
T K '
— ) (149_9 +L6)

Combining both results of (4.4) and (4.5), we have for t € J

[w—ullpc < (4.5)

[w—ullpc < e(o(t) +)

(Ap(1+q)+q) Ao
X 1 KgTP L,TP KgT L T 1 TP K L ’
- [(1—Lg)r(p+l) + oy T4 ((1—Lg)r(p+1 + I)} R NCESY <1:LL9 + G)

Thus
HW U-HPC Cgpqc(pe( (t)_’_ll))l

where

Copaoe = KgTP L,TP KqTP T TP K
[1 - {(1—Lg§r(p+1) T rpan T4 (‘ LM p+1) LI)} B N eEmy) (4Ll—Lg +L0>

Thus the problem (1.1) is Ulam-Hyers-Rassias stable. Hence it is also obvious that the proposed problem
(3.1) is generalized Ulam-Hyers-Rassias stable. O

Ap(1+4q)+q) A }

5. Example

To justify our established results, we provide the following example.

Example 5.1.
Cp)
90et" +2(1 + [u(t)] + [CD2u(t )|
Cfa-sE
u(O)—JO 40”%) sin|u(s)|ds, -
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Herep=1,30=1001], 31 = (1, 1,t0=0,t1 =1, ¢ =1. Also

Cm1i
24 uft)|+| Dzu(t1)| ,tel0,1], uweR, o(t,u(t)) = ism [u(t)]
90et*+2(1 + [u(t)| + |CD2u(t)] 40

is continuous. Therefore, for u, w, @, w € R, we have

glt,u,w) =

1
l9(t,w,w) —g(t, o, W) < g5 lu—al+w—wi.

9
So we have Ky = L4 0 5. Thus (Hy) holds and also we see
gt u,w) < ﬁ(Z—i— w(t)] + [SD2u(t))) for every t € g,
from which we have . 1
o(t) = 15et 12’ B(t) =v(t) = 90et 12

which implies that «* 45 Bmer P = 9062, Y= W Further, we see that

1 1 1
)<=
(3)| < afe(2)| 2

70, N* =1 and also

Lju 1 — L 1 <i|u—ﬂ|
™\ 2 M2/ ™70 ‘
2

B*TP(q+1) 1 50&2

-+
11—y Tp+1) 70
v (1—9oe2)r(3>

from which, one can see that N =

Obviously

qN + <1

Thus, thanks to Theorem 3.3, the given problem (5.1) has at least one solution. Further

KgTP LoTP KgTP 4 1
(1-

1
L) = L 0.045695 < 1.
A-Lrp+1)  Tp+1) LMpt1) I> (902 —1)y/m 207 ' 70

Thus by Theorem 3.2, the given problem (5.1) has a unique solution. Further the conditions of Theorem
4.1 are satisfied so the solution of the given problem (5.1) is Ulam-Hyers stable and generalized Ulam-
Hyers stable. Further it is also easy to check the conditions of Theorem 4.2 hold and thus the problem
(5.1) is Ulam-Hyers-Rassias stable and consequently generalized Ulam-Hyers-Rassias stable.

6. Conclusion

With the help of nonlinear functional analysis and fixed point theorems of Banach and Schaefer, we
have successfully developed some adequate conditions for the uniqueness and existence of solution to a
nonlinear implicit type impulsive boundary value problem of FDEs. The obtained conditions ensure the
existence of at least one solution to the proposed problem. Further different kinds of Ulam type stability
have been investigated which is a new direction of analysis of nonlinear FDEs. The concerned stability is
very much important from optimization and numerical point of view.
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