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Abstract

In this paper, we develop a new application of the Mittag-Leffler function that will extend the application to fractional
homogeneous differential equations, and propose a Mittag-Leffler function undetermined coefficient method. A new solution
is constructed in power series. When a very simple ordinary differential equation is satisfied, no matter the original equation
is linear or nonlinear, the method is valid, then combine the alike terms, compare the coefficient with identical powers, and
the undetermined coefficient will be obtained. The fractional derivatives are described in the Caputo sense. To illustrate the
reliability of the method, some examples are provided, and the solutions are in the form of generalized Mittag-Leffler function.
The results reveal that the approach introduced here are very effective and convenient for solving homogeneous differential
equations with fractional order. c©2017 All rights reserved.
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1. Introduction

Many phenomena in the physical, chemical, and biological sciences as well as in technologies are gov-
erned by differential equations. In recent years, fractional differential equations [8, 14, 17] have attracted
much attention in a variety of applied sciences, such as visco-elasticity, feed back amplifiers, electrical
circuits, electro-analytical chemistry, fractional multiples [8, 10, 17], etc.. Consider the general fractional
homogeneous partial differential equation

Dαt u(x, t) =
n∑
i=1

aixD
δi
xi
u(x, t) +A(u(x, t)), (1.1)
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subject to the initial condition
∂ju(x, 0)
∂tj

= ϕj(x),

wherem− 1 < α 6 m, j= 0, 1, 2, · · · ,m− 1,m ∈ N, δi ∈ N, 06 t 6 T , x = (x1, x2, · · · , xn) ∈ Rn,ai(x),ϕj(x)
are functions of variable x, and A(u(x, t)) is linear or nonlinear in u(x, t) and ux(x, t). Note that Dαt u(x, t)
is the αth-order Caputo partial fractional derivative of function u(x, t) with respect to ”t”.

Note that equation (1.1) can be used to describe transport, diffusion-wave phenomena in some fields.
And the importance of obtaining the exact and approximate solutions of fractional equations in physics
and mathematics is still a significant problem that needs new methods to discover exact and approximate
solutions. But these fractional differential equations are difficult to get their exact solutions [9, 12, 13, 21].
So, these types of equations are solved by various methods such as Adomian decomposition method
[1, 22], variational iteration method [7, 20], differential transform method [2, 6], homotopy perturbation
method [11, 15], an iterative method [4, 23], finite element method [19, 25], finite difference method [3, 18],
etc..

We need to recall some definitions that will be used in the theory of fractional differential equations
[8, 10, 17].

Definition 1.1. The Gamma function is defined as follows:

Γ(x) :=

∫∞
0
tx−1e−tdt, (Re(x) > 0).

Definition 1.2. The Mittag-Leffler (1902-1905) function Eα, is defined by the power series

Eα(t) :=

∞∑
k=0

tk

Γ(αk+ 1)
,α > 0.

Definition 1.3. The Riemann-Liouville fractional integral of order α (α > 0) of a function u(x, t) is denoted
by Iαt u(x, t) and defined as

Iαt u(x, t) :=
1
Γ(α)

∫t
0
(t− τ)α−1u(x, τ)dτ, t > 0.

Definition 1.4. The Caputo partial fractional derivative of order α (α > 0) of a function u(x, t) is denoted
by Dαt u(x, t) and defined as

Dαt u(x, t) :=

{
∂m

∂tmu(x, t), α = m,m ∈ N,
Im−α
t

∂m

∂tmu(x, t), m− 1 < α < m,m ∈ N.

Using Definition 1.4, it is obvious that when γ > −1 and C ∈ R, we have Dαt t
γ =

Γ(γ+1)
Γ(γ+1−α)t

γ−α,
Dαt C = 0, and

Dαt (Eα(t)) = D
α
t (

∞∑
k=0

tk

Γ(αk+ 1)
) =

∞∑
k=1

tk−1

Γ(α(k− 1) + 1)
=

∞∑
k=0

tk

Γ(αk+ 1)
= Eα(t).

2. Description of the new Mittag-Leffler function undetermined coefficient method

Now we discuss this new method, which is called Mittag-Leffler function undetermined coefficient
method. To illustrate the basic idea of this method, take a simple fractional homogeneous equation as an
example:

Dαt u(x, t) = L(u(x, t)), (2.1)
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with the initial condition
u(x, 0) = ϕ(x),

where Dαt is the αth-order Caputo partial fractional derivative, 0 < α 6 1,ϕ(x) is a known function,
and L is a linear operator from a Banach space B to itself. In this paper, we will explain how to solve
some of differential equations with fractional level through the imposition the generalized Mittag-Leffler
function Eα(t), this function has already proved its efficiency as solutions of fractional calculus theory
and applications, and its convergence was also discussed in [17]. The new Mittag-Leffler function unde-
termined coefficient method suggests that the solution u(x, t) can be decomposed by an infinite series of
components for some equations:

u(x, t) = f(x)Eα(Atα) =
∞∑
n=0

f(x)An
tnα

Γ(nα+ 1)
, (2.2)

where A is an undetermined coefficient, using the initial condition u(x, 0) = ϕ(x), we have f(x) = ϕ(x).
substituting Eq. (2.2) into (2.1) and using the property, we get

∞∑
n=1

ϕ(x)An
t(n−1)α

Γ((n− 1)α+ 1)
= L(

∞∑
n=0

ϕ(x)An
tnα

Γ(nα+ 1)
).

Combining the alike terms and replacing n by n+ 1 in the first sum, we assume the form
∞∑
n=0

ϕ(x)An+1 tnα

Γ(nα+ 1)
= L(ϕ(x))

∞∑
n=0

An
tnα

Γ(nα+ 1)
. (2.3)

If the equation has a solution of generalized Mittag-Leffler function, it must satisfy the following condition
which is an ordinary differential equation

L(ϕ(x)) = Bϕ(x), (2.4)

and B is a constant, then Eq. (2.3) turns into the following form

ϕ(x)

∞∑
n=0

(An+1 −BAn)
tnα

Γ(nα+ 1)
= 0,

with the coefficient of tnα equal to zero and identifying the coefficients, we obtain recursive
An+1 −BAn = 0⇒ An+1 = BAn,

at n = 0,A1 = BA0 = B,

at n = 1,A2 = BA1 = B2,

at n = 2,A3 = BA2 = B3,

so the undetermined coefficient A is obtained, then substituting into (2.2), the general solution is

u(x, t) = ϕ(x)Eα(Btα).

Remark 2.1. For the fractional nonlinear equations, nonlinear term N(u(x, t)) can be decomposed as fol-
lows:

N(u(x, t)) = N(

∞∑
n=0

ϕ(x)An
tnα

Γ(nα+ 1)
)

= N(

∞∑
n=0

ϕ(x)un(t)) = N(ϕ(x))N(

∞∑
n=0

un(t)) = N(ϕ(x))(N(u0) +

∞∑
n=1

(N(

n∑
j=0

uj) −N(

n−1∑
j=0

uj))).

If the equation has a solution of generalized Mittag-Leffler function, it must satisfy N(ϕ(x)) = 0 or
N(ϕ(x)) = Cϕ(x), and C is a constant.
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Remark 2.2. For the fractional equation with derivative order 1 < α 6 2, and subject to the initial con-
ditions u(x, 0) = ϕ(x), ut(x, 0) = φ(x), if its solution u(x, t) is also decomposed by an infinite series of
components

∑∞
n=0 f(x)A

n tnα

Γ(nα+1) , combined with the initial conditions, we have f(x) = ϕ(x) and φ(x)
must be 0, then repeating the above process, the undetermined coefficient will be gotten. If φ(x) 6= 0, this
Mittag-Leffler function undetermined coefficient method will be invalid, we must explore other effective
methods.

3. Applications and results

In order to assess the advantages and the accuracy of the Mittag-Leffler function undetermined co-
efficient method, in this section, we discuss some illustrative examples for time fractional homogeneous
equations.

Example 3.1. Consider the following one-dimensional linear time fractional homogeneous heat-like equa-
tion:

Dαt u(x, t) =
1
2
x2D2

xu, (3.1)

with boundary conditions
u(0, t) = 0,u(1, t) = et, (3.2)

and the initial condition
u(x, 0) = x2, (3.3)

where 0 < α 6 1, 0 < x < 1, t > 0. Denoting L(u(x, t)) = 1
2x

2uxx, and

L(x2) =
1
2
x2D2

x(x
2) = x2 = u(x, 0),

this equation satisfies the condition (2.4), and B = 1, so the new method is applicable, and the solution
of this equation can be expressed in the generalized Mittag-Leffler function u(x, t) =

∑∞
n=0 x

2An tnα

Γ(nα+1) ,
substituting into Eq. (3.1), we find

∞∑
n=1

x2An
t(n−1)α

Γ((n− 1)α+ 1)
= x2

∞∑
n=0

An
tnα

Γ(nα+ 1)
,

combining the alike terms and replacing n by n+ 1 in the first sum

∞∑
n=0

x2An+1 tnα

Γ(nα+ 1)
= x2

∞∑
n=0

An
tnα

Γ(nα+ 1)
,

x2
∞∑
n=0

(An+1 −An)
tnα

Γ(nα+ 1)
= 0.

With the coefficient of tnα equal to zero and identifying the coefficients, we obtain

An+1 = An,

so A = 1 and the solution of Eq. (3.1)-(3.2)-(3.3) is

u(x, t) = x2Eα(t
α).

Remark 3.2. Particularly, if α = 1, then the one-dimensional linear time fractional heat-like equation is the
regular heat-like equation, and the exact solution is x2et, which is consistent with the solution in [16].
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Example 3.3. Consider the time fractional homogeneous diffusion equation:

Dαt u(x, t) = D2
x1
u(x, t) +D2

x2
u(x, t) − u(x, t), (3.4)

with initial condition
u(x, 0) = sin x1 sin x2 + cos x1 cos x2, (3.5)

where 0 < α 6 1, x = (x1, x2) ∈ R2, t > 0. Denoting L(u(x, t)) = D2
x1
u(x, t) +D2

x2
u(x, t) − u(x, t), and

L(sin x1 sin x2 + cos x1 cos x2) = D
2
x1
(sin x1 sin x2 + cos x1 cos x2)

+D2
x2
(sin x1 sin x2 + cos x1 cos x2) − (sin x1 sin x2 + cos x1 cos x2)

= −3(sin x1 sin x2 + cos x1 cos x2) = −3u(x, 0),

this equation satisfies the condition (2.4), and B = −3, so the new method is applicable, and the solution
of this equation can be expressed in the generalized Mittag-Leffler function u(x, t) =

∑∞
n=0(sin x1 sin x2 +

cos x1 cos x2)A
n tnα

Γ(nα+1) , substituting into Eq. (3.4), and combining the alike terms and replacing n by
n+ 1 in the first sum, we find

∞∑
n=0

(sin x1 sin x2 + cos x1 cos x2)A
n+1 tnα

Γ(nα+ 1)
=

∞∑
n=0

(sin x1 sin x2 + cos x1 cos x2)(−3An)
tnα

Γ(nα+ 1)
,

with the coefficient of tnα equal to zero and identifying the coefficients, we obtain

An+1 = −3An,

so A = −3 and the solution of Eq. (3.4)-(3.5) is

u(x, t) = (sin x1 sin x2 + cos x1 cos x2)Eα(−3tα). (3.6)

Remark 3.4. The solution (3.6) is consistent with the result in [4]. Particularly, if α = 1, then the time
fractional homogeneous diffusion equation is the regular diffusion equation, and the exact solution is
(sin x1 sin x2 + cos x1 cos x2)e

−3t.

Example 3.5. Consider the fourth order time fractional homogeneous parabolic equation:

Dαt u(x, t) = D4
xu(x, t) +D2

xu(x, t) + u(x, t), (3.7)

with initial condition
u(x, 0) = cosh x, (3.8)

where 0 < α 6 1, x ∈ R, t > 0. Denoting L(u(x, t)) = D4
xu(x, t) +D2

xu(x, t) + u(x, t), and

L(cosh x) = D4
x(cosh x) +D2

x(cosh x) + cosh x = 3 cosh x = 3u(x, 0),

this equation satisfies the condition (2.4), and B = 3, so the new method is applicable, and the solution of
this equation can be expressed in the generalized Mittag-Leffler function u(x, t)=

∑∞
n=0 cosh xAn tnα

Γ(nα+1) ,
repeating the above process, we have A = B = 3, so the solution of Eq. (3.7)-(3.8) is

u(x, t) = cosh xEα(3tα). (3.9)

Remark 3.6. The solution (3.9) is consistent with the result in [4]. Particularly, if α = 1, then the fourth
order time fractional homogeneous parabolic equation is the regular parabolic equation, and the exact
solution is cosh xe3t.
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Example 3.7. In this case, we consider the time fractional homogeneous backward Kolmogorov equation:

Dαt u(x, t) = (x+ 1)Dxu(x, t) + (x2et)D2
xu(x, t), (3.10)

with initial condition
u(x, 0) = x+ 1, (3.11)

where 0 < α 6 1, x = (x1, x2) ∈ R2, t > 0. Denoting L(u(x, t)) = (x+ 1)Dxu(x, t) + (x2et)D2
xu(x, t), and

L(x+ 1) = (x+ 1)Dx(x+ 1) + (x2et)D2
x(x+ 1) = x+ 1 + 0 = u(x, 0),

this equation satisfies the condition (2.4), and B = 1, so the new method is applicable, and the solu-
tion of this equation can be expressed in the generalized Mittag-Leffler function u(x, t) =

∑∞
n=0(x +

1)An tnα

Γ(nα+1) , substituting into Eq. (3.10), and combining the alike terms and replacing n by n+ 1 in the
first sum, we find ∞∑

n=0

(x+ 1)An+1 tnα

Γ(nα+ 1)
=

∞∑
n=0

(x+ 1)An
tnα

Γ(nα+ 1)
+ 0,

so the solution of Eq. (3.10)-(3.11) is
u(x, t) = (x+ 1)Eα(tα). (3.12)

Remark 3.8. The solution (3.12) is consistent with the result in [24]. Particularly, if α = 1, then the time
fractional homogeneous backward Kolmogorov equation is the regular backward Kolmogorov equation,
and the exact solution is (x+ 1)et.

Example 3.9. In this case, we consider the time fractional nonlinear homogeneous forward Kolmogorov
equation:

Dαt u(x, t) = −Dx(
4u
x

−
x

3
)u+D2

xu
2, (3.13)

with initial condition
u(x, 0) = x2, (3.14)

where 0 < α 6 1, x ∈ R, t > 0. In the right side of the equation,

−Dx(
4u
x

−
x

3
)u+D2

xu
2 = Dx(

x

3
u) +D2

x(u
2) −Dx(

4u2

x
) = L(u(x, t) +N(u(x, t))),

where L(u(x, t)) = Dx(x3u),N(u(x, t)) = D2
x(u

2) −Dx(
4u2

x ), and we check that

L(x2) = Dx(
x

3
x2) = x2, N(x2) = D2

x(x
2)2 −Dx(

4(x2)2

x
) = 0,

this equation satisfies the condition (2.4), and B = 1, so the new method is applicable, and the solution of
Eq. (3.13)-(3.14) is

u(x, t) = x2Eα(t
α). (3.15)

Remark 3.10. The solution (3.15) is consistent with the result in [24]. Particularly, if α = 1, then the time
fractional nonlinear homogeneous forward Kolmogorov equation is the regular forward Kolmogorov
equation, and the exact solution is x2et.

Example 3.11. Consider the time fractional homogeneous biological population equation which satisfies
the Malthusian Law:

Dαt u(x,y, t) = D2
xu

2 +D2
yu

2 + hu(x,y, t), (3.16)

with initial condition
u(x, 0) =

√
xy, (3.17)
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where 0 < α 6 1, x ∈ R, t > 0,h is a constant. Denoting

L(u(x, t) =)hu(x,y, t),N(u(x, t)) = D2
xu

2 +D2
yu

2,

and we check that
L(
√
xy) = h

√
xy, N(

√
xy) = 0,

this equation satisfies the condition (2.4), and B = h, so the new method is applicable, and the solution of
Eq. (3.16)-(3.17) is

u(x, t) =
√
xyEα(ht

α). (3.18)

Remark 3.12. The solution (3.18) is consistent with the result in [5]. Particularly, if α = 1, then the time
fractional homogeneous biological population equation is the regular biological population equation, and
the exact solution is

√
xyeht.

Example 3.13. Consider the time fractional homogeneous biological population equation which satisfies
the Verhulst Law:

Dαt u(x,y, t) = D2
xu

2 +D2
yu

2 + hu(1 − ru), (3.19)

with initial condition
u(x, 0) = e

√
hr
8 (x+y), (3.20)

where 0 < α 6 1, x ∈ R, t > 0,h, r are constant. Denoting

L(u(x, t)) = hu,N(u(x, t)) = D2
xu

2 +D2
yu

2 − hru2,

and checking that

L(e
√
hr
8 (x+y)) = he

√
hr8(x+y), N(e

√
hr
8 (x+y)) = 0,

this equation satisfies the condition (2.4), and B = h, so the new method is applicable, and the solution of
Eq. (3.19)-(3.20) is

u(x, t) = e
√
hr
8 (x+y)Eα(ht

α). (3.21)

Remark 3.14. The solution (3.21) is consistent with the result in [5]. Particularly, if α = 1, then the time
fractional homogeneous biological population equation is the regular biological population equation, and

the exact solution is e
√
hr
8 (x+y)eht.

Example 3.15. Consider the general fourth-order time fractional Boussinesq equation with one-dimens-
ional space variable:

Dαt u(x, t) = βD4
xu(x, t) + γD2

xu(x, t) + θD2
xu

2(x, t) − 4θu2(x, t), (3.22)

with initial condition
u(x, 0) = ex, ut(x, 0) = 0, (3.23)

where 1 < α 6 2, x ∈ R, t > 0,β,γ and θ are constant coefficients. Denoting

L(u(x, t)) = βD4
xu(x, t) + γD2

xu(x, t),N(u(x, t)) = θD2
xu

2(x, t) − 4θu2(x, t),

and checking that
L(ex) = (β+ γ)ex, N(ex) = 0,

this equation satisfies the condition (2.4), and B = β+γ, so the new method is applicable, and the solution
of Eq. (3.22)-(3.23) is

u(x, t) = exEα((β+ γ)tα). (3.24)
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Remark 3.16. The solution (3.24) is consistent with the result in [23]. Particularly, if α = 2, then the gen-
eral fourth-order time fractional Boussinesq equation with one-dimensional space variable is the regular
fourth-order Boussinesq equation, and the exact solution is exE2((β+ γ)t2).

Example 3.17. Let us consider the sixth-order time fractional Boussinesq equation:

Dαt u(x, t) = D6
xu(x, t) +D4

xu(x, t) +D2
xu(x, t) +D2

xu
2(x, t) − 4θu2(x, t), (3.25)

with initial condition
u(x, 0) = ex, ut(x, 0) = 0, (3.26)

where 1 < α 6 2, x ∈ R, t > 0 . Denoting

L(u(x, t)) = D6
xu(x, t) +D4

xu(x, t) +D2
xu(x, t),N(u(x, t)) = θD2

xu
2(x, t) − 4θu2(x, t),

and checking that
L(ex) = 3ex, N(ex) = 0,

this equation satisfies the condition (2.4), and B = 3 so the new method is applicable, and the solution of
Eq. (3.25)-(3.26) is

u(x, t) = exEα(3tα). (3.27)

Remark 3.18. The solution (3.27) is consistent with the result in [23]. Particularly, if α = 2, then sixth-order
time fractional Boussinesq equation is the regular sixth-order Boussinesq equation, and the exact solution
is exE2(3t2).

4. Conclusion

In this work, a new Mittag-Leffler function undetermined coefficient method is proposed and used
to solve fractional homogeneous differential equations. This method is very simple, only need to verify
weather an ordinary differential equation is right, when the ordinary differential equation is not satisfied,
the method is invalid. By using this new method, we can get the analytical solution successfully. This
method is effective and direct, which can be applied to other kinds of fractional homogeneous equations.
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