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#### Abstract

We aim to provide six unified results for reducibility of the Srivastava's triple hypergeometric series $\mathrm{H}_{\mathrm{A}}$. The results are obtained with the help of generalizations of classical summation theorems due to Kummer, Gauss second and Bailey for the series ${ }_{2} F_{1}$ which have recently been published. Our main findings are also shown to be specialized to yield several known results. © 2017 All rights reserved.
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## 1. Introduction and preliminaries

We begin by recalling the generalized hypergeometric series ${ }_{p} F_{q}$ defined by (see $[1,3,11]$ and $[17, p p$. 71-75]):

$$
\begin{aligned}
{ }_{p} F_{q}\left[\begin{array}{l}
\alpha_{1}, \cdots, \alpha_{p} ; \\
\beta_{1}, \cdots, \beta_{q} ;
\end{array}\right] & =\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \cdots\left(\alpha_{p}\right)_{n}}{\left(\beta_{1}\right)_{n} \cdots\left(\beta_{q}\right)_{n}} \frac{z^{n}}{n!} \\
& ={ }_{p} F_{q}\left(\alpha_{1}, \cdots, \alpha_{p} ; \beta_{1}, \cdots, \beta_{q} ; z\right),
\end{aligned}
$$

where $(\lambda)_{n}$ is the Pochhammer symbol defined (for $\lambda \in \mathbb{C}$ ) by (see [17, p. 2 and p. 5]):

$$
\begin{aligned}
(\lambda)_{n} & :
\end{aligned}=\left\{\begin{array}{ll}
1, & (n=0), \\
\lambda(\lambda+1) \cdots(\lambda+n-1), & (n \in \mathbb{N}),
\end{array}, \begin{array}{ll}
\Gamma(\lambda+n) \\
& =\left(\lambda \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right),
\end{array}\right.
$$

[^0]and $\Gamma(\lambda)$ is the familiar Gamma function. Here and in the following, let $\mathbb{R}, \mathbb{C}, \mathbb{Z}$ and $\mathbb{N}$ be the sets of real numbers, complex numbers, integers and positive integers, respectively, and
$$
\mathbb{N}_{0}:=\mathbb{N} \cup\{0\} \quad \text { and } \quad \mathbb{Z}_{0}^{-}:=\mathbb{Z} \backslash \mathbb{N}
$$

It is well-known and noted that whenever the generalized hypergeometric function with certain specified parameters and argument can be summed to be expressed in terms of the Gamma functions, the results play important roles in applications. For example, the classical summation theorems of Gauss, Kummer, Gauss second and Bailey for ${ }_{2} F_{1}$, and some other summations for ${ }_{3} F_{2}$, and ${ }_{4} F_{3}$ have been used in diverse ways (see, e.g., [11] and [17, p. 350]).

Here we recall the following classical summation theorems for the series ${ }_{2} F_{1}$ :

- Kummer's theorem (see, e.g., [11, p. 68]):

$$
\begin{gather*}
{ }_{2} F_{1}\left[\begin{array}{c}
a, b ; \\
1+a-b ;
\end{array}\right]=\frac{\Gamma\left(1+\frac{1}{2} a\right) \Gamma(1+a-b)}{\Gamma(1+a) \Gamma\left(1+\frac{1}{2} a-b\right)},  \tag{1.1}\\
\left(\mathfrak{R}(b)<1 ; 1+a-b \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right) .
\end{gather*}
$$

- Gauss's second theorem (see, e.g., [15, p. 243]):

$$
\begin{gather*}
{ }_{2} \mathrm{~F}_{1}\left[\begin{array}{r}
\mathrm{a}, \mathrm{~b} ; \\
\left.\frac{1}{2}(\mathrm{a}+\mathrm{b}+1) ; \frac{\Gamma}{2}\right]=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2} \mathrm{~b}+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} a+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} \mathrm{~b}+\frac{1}{2}\right)}, \\
\left(\frac{1}{2}(a+b+1) \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right) .
\end{array} . . .\right. \tag{1.2}
\end{gather*}
$$

- Bailey's theorem (see, e.g., [15, p. 243]):

$$
{ }_{2} F_{1}\left[\begin{array}{r}
a, 1-a ; 1  \tag{1.3}\\
c ; \frac{1}{2}
\end{array}\right]=\frac{\Gamma\left(\frac{1}{2} c\right) \Gamma\left(\frac{1}{2} c+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} c+\frac{1}{2} a\right) \Gamma\left(\frac{1}{2} c-\frac{1}{2} a+\frac{1}{2}\right)}, \quad\left(c \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right) .
$$

For applications of these theorems (1.1), (1.2) and (1.3), one may refer to Bailey [2].
Recently a good deal of progress has been done in generalizing the above classical theorems. During 1992-96, in a series of three papers [7-9], Lavoie et al. have presented generalizations of the above-recalled classical summation theorems (1.1), (1.2) and (1.3), and Watson's, Dixon's and Whipple's summation theorems for ${ }_{3} \mathrm{~F}_{2}$, a large number of whose limiting and special cases were also considered.

In fact, Lavoie et al. have obtained explicit expressions (in terms of Gamma functions) of the following ${ }_{2} F_{1}$ :

$$
\begin{align*}
& { }_{2} F_{1}\left[\begin{array}{r}
a, b ; \\
1+a-b+i ;
\end{array}\right],  \tag{1.4}\\
& { }_{2} F_{1}\left[\begin{array}{r}
a, b ; \\
\frac{1}{2}(a+b+i+1) ;
\end{array}\right], \tag{1.5}
\end{align*}
$$

and

$$
{ }_{2} F_{1}\left[\begin{array}{r}
a, 1-a+i ;  \tag{1.6}\\
c ;
\end{array}\right],
$$

for $\mathfrak{i}=0, \pm 1, \cdots, \pm 5$.
Rakha and Rathie [12] further discovered the most general cases of the results (1.4), (1.5), (1.6) for any $\mathfrak{i} \in \mathbb{Z}$ which are recalled as follows:

- Generalizations of Kummer's theorem:

$$
\begin{align*}
{ }_{2} F_{1}\left[\begin{array}{c}
a, b ; \\
1+a-b+i ;-1]=
\end{array}\right. & \frac{2^{-a} \Gamma\left(\frac{1}{2}\right) \Gamma(b-i) \Gamma(1+a-b+i)}{\Gamma(b) \Gamma\left(\frac{1}{2} a-b+\frac{1}{2} i+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a-b+\frac{1}{2} i+1\right)} \\
& \times \sum_{r=0}^{i}(-1)^{r}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} a-b+\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} a-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)}, \quad\left(i \in \mathbb{N}_{0}\right), \tag{1.7}
\end{align*}
$$

and

$$
\begin{align*}
{ }_{2} F_{1}\left[\begin{array}{r}
a, b ; \\
1+a-b-i ;-1]=
\end{array}\right. & \frac{2^{-a} \Gamma\left(\frac{1}{2}\right) \Gamma(1+a-b-i)}{\Gamma\left(\frac{1}{2} a-b-\frac{1}{2} i+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a-b-\frac{1}{2} i+1\right)} \\
& \times \sum_{r=0}^{i}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} a-b-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} a-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)}, \quad\left(i \in \mathbb{N}_{0}\right) ; \tag{1.8}
\end{align*}
$$

- Generalizations of Gauss's second theorem:

$$
\begin{align*}
{ }_{2} F_{1}\left[\begin{array}{r}
a, b ; \\
\frac{1}{2}(a+b+i \\
i
\end{array}\right) ; & \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2} b+\frac{1}{2} \mathfrak{i}+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a-\frac{1}{2} b-\frac{1}{2} \mathfrak{i}+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} b\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a-\frac{1}{2} b+\frac{1}{2} \mathfrak{i}+\frac{1}{2}\right)} \\
& \times \sum_{r=0}^{i}\binom{i}{r} \frac{(-1)^{r} \Gamma\left(\frac{1}{2} b+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} a-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)^{\prime}}, \quad\left(i \in \mathbb{N}_{0}\right), \tag{1.9}
\end{align*}
$$

and

$$
\begin{align*}
{ }_{2} F_{1}\left[\begin{array}{r}
\left.a, b ; \frac{1}{2}(a+b-i+1) ; \frac{1}{2}\right]=
\end{array}\right. & \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2} b-\frac{1}{2} i+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} b\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2}\right)} \\
& \times \sum_{r=0}^{i}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} b+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} a-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)}, \quad\left(i \in \mathbb{N}_{0}\right) ; \tag{1.10}
\end{align*}
$$

- Generalizations of Bailey's theorem:

$$
\begin{align*}
{ }_{2} F_{1}\left[\begin{array}{r}
a, 1-a+i ; 1 \\
c ; \frac{1}{2}
\end{array}\right]= & \frac{2^{1+i-c} \Gamma\left(\frac{1}{2}\right) \Gamma(c) \Gamma(a-i)}{\Gamma(a) \Gamma\left(\frac{1}{2} c-\frac{1}{2} a\right) \Gamma\left(\frac{1}{2} c-\frac{1}{2} a+\frac{1}{2}\right)} \\
& \times \sum_{r=0}^{i}(-1)^{r}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} c-\frac{1}{2} a+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} c+\frac{1}{2} a+\frac{1}{2} r-i\right)}, \quad\left(i \in \mathbb{N}_{0}\right), \tag{1.11}
\end{align*}
$$

and

$$
\begin{align*}
{ }_{2} F_{1}\left[\begin{array}{r}
a, 1-a-i \\
c ; \frac{1}{2}
\end{array}\right]= & \frac{2^{1-i-c} \Gamma\left(\frac{1}{2}\right) \Gamma(c)}{\Gamma\left(\frac{1}{2} c-\frac{1}{2} a\right) \Gamma\left(\frac{1}{2} c-\frac{1}{2} a+\frac{1}{2}\right)} \\
& \times \sum_{r=0}^{i}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} c-\frac{1}{2} a+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} c+\frac{1}{2} a+\frac{1}{2} r\right)}, \quad\left(i \in \mathbb{N}_{0}\right) . \tag{1.12}
\end{align*}
$$

The great success of the theory of hypergeometric function of a single variable has inspired the development of a corresponding theory into two and more variables. In 1880, Appell defined four functions known as Appell's functions $F_{1}, F_{2}, F_{3}$ and $F_{4}$. Here we recall $F_{1}$ defined by

$$
\begin{equation*}
F_{1}\left(a, b, b^{\prime} ; c ; x, y\right)=\sum_{m, n=0}^{\infty} \frac{(a)_{\mathfrak{m}+n}(b)_{\mathfrak{m}}\left(b^{\prime}\right)_{n}}{(c)_{\mathfrak{m}+n}} \frac{x^{m}}{m!} \frac{y^{n}}{n!} \quad(\max \{|x|,|y|\}<1) \tag{1.13}
\end{equation*}
$$

which is reduced to yield the well-known result:

$$
\begin{gathered}
\mathrm{F}_{1}\left(\mathrm{a}, \mathrm{~b}, \mathrm{~b}^{\prime} ; \mathrm{c} ; 1,1\right)=\frac{\Gamma(\mathrm{c}) \Gamma\left(\mathrm{c}-\mathrm{a}-\mathrm{b}-\mathrm{b}^{\prime}\right)}{\Gamma(\mathrm{c}-\mathrm{a}) \Gamma\left(\mathrm{c}-\mathrm{b}-\mathrm{b}^{\prime}\right)^{\prime}} \\
\left(\mathrm{c} \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; \mathfrak{R}\left(\mathrm{c}-\mathrm{a}-\mathrm{b}-\mathrm{b}^{\prime}\right)>0\right)
\end{gathered}
$$

For a detailed account of the Appell's functions, one may refer to [18, Section 1.6].
Here we recall and repeat a brief history of the birth of Srivastava's triple hypergeometric functions of three variables $H_{A}, H_{B}$ and $H_{C}$ (see [18]). Just as the Gaussian hypergeometric function ${ }_{2} F_{1}$ was generalized to ${ }_{p} F_{q}$ by increasing the number of numerator and denominator parameters, the four Appell functions were unified and generalized to the Kampé de Fériet function. Later, Lauricella [6] introduced fourteen complete hypergeometric functions of three variables and of the second order. Lauricella denoted his triple hypergeometric functions by the symbols

$$
F_{1}, F_{2}, \cdots, F_{14},
$$

of which $F_{1}, F_{2}, F_{5}$ and $F_{9}$ correspond, respectively, to the three-variable Lauricella functions $F_{A}^{(3)}, F_{B}^{(3)}, F_{C}^{(3)}$ and $F_{D}^{(3)}$ ([18, p. 60]). The remaining ten functions $F_{3}, F_{4}, F_{6}, F_{7}, F_{8}, F_{10}, \cdots, F_{14}$ of Lauricella's set apparently fell into oblivion [except that there is an isolated appearance of the triple hypergeometric function $F_{8}$ in a paper by Mayr [10, p. 265] who came across this function while evaluating certain infinite integrals]. Saran [14] initiated a systematic study of these ten triple hypergeometric functions of Lauricella's set. In the course of a further investigation of Lauricella's fourteen hypergeometric functions of three variables, Srivastava [16] noticed the existence of three additional complete triple hypergeometric functions of the second order. Srivastava denoted his functions by $H_{A}, H_{B}$ and $H_{C}$ which had neither been included in Lauricella's conjecture nor were previously mentioned in the literature. Here, in our present investigation, we recall the series definition of $\mathrm{H}_{\mathrm{A}}$ as follows (see [18, p. 68]):

$$
\begin{gathered}
H_{A}\left(\alpha, \beta, \beta^{\prime} ; \gamma, \gamma^{\prime} ; x, y, z\right)=\sum_{m, n, p}^{\infty} \frac{(\alpha)_{\mathfrak{m}+\mathfrak{p}}(\beta)_{\mathfrak{m}+\mathfrak{n}}\left(\beta^{\prime}\right)_{\mathfrak{n}+\mathrm{p}}}{(\gamma)_{\mathfrak{m}}\left(\gamma^{\prime}\right)_{n+p}} \frac{x^{\mathfrak{m}}}{m!} \frac{y^{n}}{n!} \frac{z^{p}}{p!}, \\
(|x|<r,|y|<s,|z|<t, r+s+t=1+s t) .
\end{gathered}
$$

It is noted that $H_{A}$ provides a generalization of both the Appell's functions $F_{1}$ and $F_{2}$.
Kim et al. [4] obtained the following reducible cases of $\mathrm{H}_{\mathrm{A}}$ by employing the classical summation theorems (1.4), (1.5) and (1.6):

$$
\begin{align*}
& \mathrm{H}_{A}\left(\alpha, \beta, \beta^{\prime} ; \gamma, 1+\beta+\beta^{\prime}-\alpha ; 1,1,-1\right) \\
& \quad=\frac{\Gamma(1-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right) \Gamma(\gamma) \Gamma\left(\gamma-\alpha-\beta+\frac{1}{2} \beta^{\prime}\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha\right) \Gamma(\gamma-\beta) \Gamma\left(\gamma-\alpha+\frac{1}{2} \beta^{\prime}\right)} ;  \tag{1.14}\\
& \mathrm{H}_{A}\left(\alpha, \beta, \beta^{\prime} ; \frac{1}{2}(1+\alpha+\beta)-\frac{1}{4} \beta^{\prime}, 1+\beta+\beta^{\prime}-\alpha ; \frac{1}{2}, 1,-1\right) \\
& =\frac{\Gamma(1-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right) \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}+\frac{1}{2} \alpha+\frac{1}{2} \beta-\frac{1}{4} \beta^{\prime}\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha\right) \Gamma\left(\frac{1}{2} \beta+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}+\frac{1}{2} \alpha-\frac{1}{4} \beta^{\prime}\right)} ;  \tag{1.15}\\
& \mathrm{H}_{A}\left(\alpha, \beta, 2 \alpha+2 \beta-2 ; \gamma, \alpha+3 \beta-1 ; \frac{1}{2}, 1,-1\right) \\
& \quad=\frac{\Gamma(1-\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha+3 \beta-1) \Gamma\left(\frac{1}{2} \gamma\right) \Gamma\left(\frac{1}{2} \gamma+\frac{1}{2}\right)}{\Gamma(\beta) \Gamma(1+\beta-\alpha) \Gamma(2 \alpha+2 \beta-1) \Gamma\left(\frac{1}{2} \gamma-\frac{1}{2} \beta\right) \Gamma\left(\frac{1}{2} \gamma-\frac{1}{2} \beta+\frac{1}{2}\right)} . \tag{1.16}
\end{align*}
$$

Subsequently, Rathie and Kim [13] generalized the results (1.14), (1.15), (1.16) to give explicit expressions of

$$
\begin{align*}
& H_{A}\left(\alpha, \beta, \beta^{\prime} ; 1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+i, 1+\beta+\beta^{\prime}-\alpha ;-1,1,-1\right),  \tag{1.17}\\
& H_{A}\left(\alpha, \beta, \beta^{\prime} ; \frac{1}{2}(1+\alpha+\beta+i)-\frac{1}{4} \beta^{\prime}, 1+\beta+\beta^{\prime}-\alpha ; \frac{1}{2}, 1,-1\right), \tag{1.18}
\end{align*}
$$

and

$$
\begin{equation*}
H_{A}\left(\alpha, \beta, 2 \alpha+2 \beta-2 i-2 ; \gamma, \alpha+3 \beta-1+2 i ; \frac{1}{2}, 1,-1\right), \tag{1.19}
\end{equation*}
$$

( $i=0, \pm 1, \cdots, \pm 5$ ) by using generalizations of the classical Kummer's, Gauss second and Bailey's summation theorems which have been derived by Lavoie et al. [7-9].

Here, in this paper, we aim to present generalizations of the results (1.17), (1.18) and (1.19) in the most general form for $i \in \mathbb{N}_{0}$ which are given in six formulas, by making use of generalizations of classical summation theorems (1.7), (1.8), (1.9), (1.10), (1.11), and (1.12). Some known results in [4] and [13] are also pointed out to follow as special cases of our main findings.

## 2. Main results

Here we present six summation formulas for the $\mathrm{H}_{\mathrm{A}}$ in the most general form asserted by the following theorem.

Theorem 2.1. Each of the following six general summation formulas holds true for any $i \in \mathbb{N}_{0}$ :

$$
\begin{gather*}
\begin{aligned}
& H_{A}\left(\alpha, \beta, \beta^{\prime} ; 1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+i, 1+\beta+\beta^{\prime}-\alpha ;-1,1,-1\right) \\
&= \frac{2^{-\beta} \Gamma\left(\frac{1}{2}\right) \Gamma(1-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha\right) \Gamma\left(\alpha-\frac{1}{2} \beta^{\prime}\right)} \\
& \times \frac{\Gamma\left(\alpha-\frac{1}{2} \beta^{\prime}-i\right) \Gamma\left(1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+i\right)}{\Gamma\left(\frac{1}{2} \beta+\frac{1}{2} \beta^{\prime}-\alpha+\frac{1}{2} i+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} \beta+\frac{1}{2} \beta^{\prime}-\alpha+\frac{1}{2} i+1\right)} \\
& \times \sum_{r=0}^{i}(-1)^{r}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} \beta+\frac{1}{2} \beta^{\prime}-\alpha+\frac{1}{2} i+\frac{1}{2}+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} \beta-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)}, \\
& H_{\text {A }}\left(\alpha, \beta, \beta^{\prime} ; 1+\beta-\alpha+\frac{1}{2} \beta^{\prime}-i, 1+\beta+\beta^{\prime}-\alpha ;-1,1,-1\right) \\
&= \frac{2^{-\beta} \Gamma\left(\frac{1}{2}\right) \Gamma(1-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha\right)} \\
& \times \frac{\Gamma\left(1+\beta-\alpha+\frac{1}{2} \beta^{\prime}-i\right)}{\Gamma\left(\frac{1}{2} \beta+\frac{1}{2} \beta^{\prime}-\alpha-\frac{1}{2} i+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} \beta+\frac{1}{2} \beta^{\prime}-\alpha-\frac{1}{2} i+1\right)} \\
& \times \sum_{r=0}^{i}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} \beta+\frac{1}{2} \beta^{\prime}-\alpha-\frac{1}{2} i+\frac{1}{2}+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} \beta-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)}, \\
& H_{\text {A }}\left(\alpha, \beta, \beta^{\prime} ; \frac{1}{2}(1+\alpha+\beta+i)-\frac{1}{4} \beta^{\prime}, 1+\beta+\beta^{\prime}-\alpha ; \frac{1}{2}, 1,-1\right)
\end{aligned}
\end{gather*}
$$

$$
\begin{align*}
& =\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(1-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha\right)} \\
& \times \frac{\Gamma\left(\frac{1}{2}\left(1+\alpha+\beta-\frac{1}{2} \beta^{\prime}+i\right)\right) \Gamma\left(\frac{1}{2} \beta-\frac{1}{2} \alpha+\frac{1}{4} \beta^{\prime}+\frac{1}{2}-\frac{1}{2} i\right)}{\Gamma\left(\frac{1}{2} \alpha-\frac{1}{4} \beta^{\prime}\right) \Gamma\left(\frac{1}{2} \alpha-\frac{1}{4} \beta^{\prime}+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} \beta-\frac{1}{2} \alpha+\frac{1}{4} \beta^{\prime}+\frac{1}{2} i+\frac{1}{2}\right)}  \tag{2.3}\\
& \times \sum_{r=0}^{i}(-1)^{r}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} \alpha-\frac{1}{4} \beta^{\prime}+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} \beta-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)^{2}} \text {, } \\
& H_{A}\left(\alpha, \beta, \beta^{\prime} ; \frac{1}{2}(1+\alpha+\beta-i)-\frac{1}{4} \beta^{\prime}, 1+\beta+\beta^{\prime}-\alpha ; \frac{1}{2}, 1,-1\right) \\
& =\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(1-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right) \Gamma\left(\frac{1}{2}\left(1+\alpha+\beta-\frac{1}{2} \beta^{\prime}-\mathfrak{i}\right)\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha\right) \Gamma\left(\frac{1}{2} \alpha-\frac{1}{4} \beta^{\prime}\right) \Gamma\left(\frac{1}{2} \alpha-\frac{1}{4} \beta^{\prime}+\frac{1}{2}\right)}  \tag{2.4}\\
& \times \sum_{r=0}^{i}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} \alpha-\frac{1}{4} \beta^{\prime}+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} \beta-\frac{1}{2} i+\frac{1}{2} r+\frac{1}{2}\right)}, \\
& \mathrm{H}_{\mathrm{A}}\left(\alpha, \beta, 2 \alpha+2 \beta-2 \mathrm{i}-2 ; \gamma, \alpha+3 \beta-1-2 \mathrm{i} ; \frac{1}{2}, 1,-1\right) \\
& =\frac{2^{1+i-\gamma} \Gamma\left(\frac{1}{2}\right) \Gamma(1-\alpha) \Gamma(\gamma) \Gamma(\alpha+\beta-i) \Gamma(\alpha+3 \beta-1-2 i)}{\Gamma(\beta) \Gamma(1+\beta-\alpha) \Gamma\left(\frac{1}{2} \gamma-\frac{1}{2} \beta\right) \Gamma\left(\frac{1}{2} \gamma-\frac{1}{2} \beta+\frac{1}{2}\right) \Gamma(2 \alpha+2 \beta-1-2 i)}  \tag{2.5}\\
& \times \sum_{r=0}^{i}(-1)^{r}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} \gamma-\frac{1}{2} \beta+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} \gamma+\frac{1}{2} \beta+\frac{1}{2} r\right)}, \\
& H_{A}\left(\alpha, \beta, 2 \alpha+2 \beta+2 i-2 ; \gamma, \alpha+3 \beta-1+2 i ; \frac{1}{2}, 1,-1\right) \\
& =\frac{2^{1-i-\gamma} \Gamma\left(\frac{1}{2}\right) \Gamma(1-\alpha) \Gamma(\gamma) \Gamma(\alpha+\beta+i) \Gamma(\alpha+3 \beta-1+2 \mathfrak{i})}{\Gamma(\beta+i) \Gamma(1+\beta-\alpha) \Gamma\left(\frac{1}{2} \gamma-\frac{1}{2} \beta\right) \Gamma\left(\frac{1}{2} \gamma-\frac{1}{2} \beta+\frac{1}{2}\right) \Gamma(2 \alpha+2 \beta-1+2 i)}  \tag{2.6}\\
& \times \sum_{r=0}^{i}\binom{i}{r} \frac{\Gamma\left(\frac{1}{2} \gamma-\frac{1}{2} \beta+\frac{1}{2} r\right)}{\Gamma\left(\frac{1}{2} \gamma+\frac{1}{2} \beta+\frac{1}{2} r\right)} .
\end{align*}
$$

Proof. We prove only (2.1). A similar argument will establish the other five formulas, whose detailed accounts of proofs are omitted. Let $\mathcal{L}$ be the left-hand side of (2.1). Using the definition of $\mathrm{H}_{\mathrm{A}}$, we have

$$
\mathcal{L}=\sum_{m, n, p=0}^{\infty} \frac{(\alpha)_{m+p}(\beta)_{m+n}\left(\beta^{\prime}\right)_{n+p}(-1)^{m+p}}{\left(1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+i\right)_{m}\left(1+\beta+\beta^{\prime}-\alpha\right)_{n+p} m!n!p!} .
$$

Using the identity $(\lambda)_{\mathfrak{m}+\ell}=(\lambda)_{\mathfrak{m}}(\lambda+\mathfrak{m})_{\ell}$, we get

$$
\mathcal{L}=\sum_{\mathfrak{m}=0}^{\infty} \frac{(\alpha)_{\mathfrak{m}}(\beta)_{\mathfrak{m}}(-1)^{\mathfrak{m}}}{\left(1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+\mathfrak{i}\right)_{\mathfrak{m}} \mathfrak{m}!}\left(\sum_{n, p=0}^{\infty}(-1)^{\mathfrak{p}} \frac{\left(\beta^{\prime}\right)_{\mathfrak{n}+\mathfrak{p}}(\alpha+\mathfrak{m})_{\mathfrak{p}}(\beta+\mathfrak{m})_{\mathfrak{n}}}{\left(1+\beta+\beta^{\prime}-\alpha\right)_{\mathfrak{n}+\mathfrak{p}} n!p!}\right)
$$

Using the definition of the Appell's function $F_{1}$ (1.13), we obtain

$$
\mathcal{L}=\sum_{\mathfrak{m}=0}^{\infty} \frac{(-1)^{\mathfrak{m}}(\alpha)_{\mathfrak{m}}(\beta)_{\mathfrak{m}}}{\left(1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+\mathfrak{i}\right)_{\mathfrak{m}} \mathfrak{m}!} F_{1}\left(\beta^{\prime}, \beta+\mathfrak{m}, \alpha+\mathfrak{m} ; 1+\beta+\beta^{\prime}-\alpha ; 1,-1\right),
$$

which, upon applying the following known formula (see [16, p. 104]):

$$
\mathrm{F}_{1}\left(\mathrm{a}, \mathrm{~b}, \mathrm{~b}^{\prime} ; 1+\mathrm{a}+\mathrm{b}-\mathrm{b}^{\prime} ; 1,-1\right)=\frac{\Gamma\left(1+\mathrm{a}+\mathrm{b}-\mathrm{b}^{\prime}\right) \Gamma\left(1-\mathrm{b}^{\prime}\right) \Gamma\left(1+\frac{1}{2} \mathrm{a}\right)}{\Gamma(1+\mathrm{a}) \Gamma\left(1+\mathrm{b}-\mathrm{b}^{\prime}\right) \Gamma\left(1+\frac{1}{2} \mathrm{a}-\mathrm{b}^{\prime}\right)},
$$

yields

$$
\begin{aligned}
\mathcal{L}= & \frac{\Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha)} \\
& \times \sum_{\mathfrak{m}=0}^{\infty} \frac{(-1)^{m}(\alpha)_{\mathrm{m}}(\beta)_{\mathrm{m}}}{\left(1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+\mathfrak{i}\right)_{\mathfrak{m}} \mathfrak{m}!} \frac{\Gamma(1-\alpha-\mathfrak{m})}{\Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha-\mathfrak{m}\right)} .
\end{aligned}
$$

Using the identity

$$
\Gamma(\alpha-\mathfrak{n})=(-1)^{n} \frac{\Gamma(\alpha)}{(1-\alpha)_{n}}, \quad\left(n \in \mathbb{N}_{0} ; \alpha \in \mathbb{C} \backslash \mathbb{Z}\right),
$$

we have

$$
\begin{aligned}
\mathcal{L}= & \frac{\Gamma(1-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha\right)} \\
& \times \sum_{\mathfrak{m}=0}^{\infty} \frac{(-1)^{\mathfrak{m}}(\beta)_{\mathfrak{m}}\left(\alpha-\frac{1}{2} \beta^{\prime}\right)_{\mathfrak{m}}}{\left(1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+\mathfrak{i}\right)_{\mathfrak{m}} \mathfrak{m}!} .
\end{aligned}
$$

Expressing the summation into ${ }_{2} \mathrm{~F}_{1}$, we get

$$
\begin{aligned}
\mathcal{L}= & \frac{\Gamma(1-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}\right) \Gamma\left(1+\beta+\beta^{\prime}-\alpha\right)}{\Gamma\left(1+\beta^{\prime}\right) \Gamma(1+\beta-\alpha) \Gamma\left(1+\frac{1}{2} \beta^{\prime}-\alpha\right)} \\
& \times{ }_{2} F_{1}\left[\begin{array}{r}
\beta, \alpha-\frac{1}{2} \beta ; \\
1+\beta-\alpha+\frac{1}{2} \beta^{\prime}+i ;
\end{array}\right] .
\end{aligned}
$$

Finally applying the generalization of Kummer's summation theorem (1.7) to the ${ }_{2} \mathrm{~F}_{1}$, after some simplification, we obtain the identity (2.1).

The other five formulas (2.2), (2.3), (2.4), (2.5), (2.6) can be established by the same method as in the proof of (2.1). The detailed accounts involving the proofs are omitted to be left to one interested reader.

This completes the proof.

## 3. Special cases and concluding remark

First relevant connections of the main results presented here with those involving relatively simpler formulas are pointed out.

- The special case of (2.1) or (2.2) when $\mathfrak{i}=0$ yields a known formula [4, Eq. (2.4)].
- Setting $\mathfrak{i}=0$ in (2.3) or (2.4) reduces to a known formula [4, Eq. (2.5)].
- The special case of (2.5) or (2.6) when $\mathfrak{i}=0$ yields a known formula [4, Eq. (2.6)].
- Setting $i=1,2,3,4,5$ in (2.1) and (2.2), after some simplification, leads to a known result [13, Eq. (3.1)].
- Taking $i=1,2,3,4,5$ in (2.3) and (2.4), after some simplification, yields a known result [13, Eq. (3.2)].
- Setting $\mathfrak{i}=1,2,3,4,5$ in (2.5) and (2.6), after some simplification, leads to a known result [13, Eq. (3.3)].

For other interesting reducibility of Srivastava's triple hypergeometric series $H_{A}$ and $H_{C}$, one may refer to $[4,5,13]$. The six general formulas for reducibility of the Srivastava's triple hypergeometric function $H_{A}$ in terms of Gamma functions presented in compact forms may be (potentially) useful in applications such as applied mathematics and engineering.
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