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Abstract

The purpose of this article is to prove strong convergence theorems for finding a common fixed point of finite total asymp-
totically strict quasi-¢p-pseudo-contractions by using a hybrid projection algorithm in Banach spaces. As applications, we apply
our main results to find a common solution of a system of generalized mixed equilibrium problems. Finally, some results of
numerical simulations are given for supporting our results. (©2017 All rights reserved.
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1. Introduction

Fixed point theory as an important branch of nonlinear analysis theory has been applied in the study
of nonlinear phenomena. In fact, lots of real world problems arising in economics, medicine, image recon-
struction, engineering, and physics can be studied via fixed point techniques. Mann-like valued iterative
methods are efficient and popular tool to study solutions of nonlinear equator equations, monotone vari-
ational equilibrium problems and inclusion problems, see [4, 5, 7, 12, 18] and the references therein.
However, Mann-like valued iterative methods are only weak convergent without any compact assump-
tions imposed on the framework of the space or the operators [8]. In image recovery and control theory,
problems arise in infinite dimension spaces. In such problems, norm convergence is often much more
desirable than weak convergence since it translates the physically tangible property. In 1991, Giiler [9]
showed that the rate of convergence of the value sequence {f(x,)} is better when {x, } converges strongly
than it converges weakly. Such properties have a direct impact when the process is executed directly in
the underlying infinite dimensional space. Hybrid projection technique, which was first introduced by
Haugazeau [10], has extensively been investigated for fixed point problems, variational inequality prob-
lems, equilibrium problems and inclusion problems since they can generate a strong convergent iterative
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sequence without any compact assumption, see [6, 13, 14, 24] and the references therein. Nonexpansive
mappings fixed point theory can be applied to solve the solutions of diverse problems such as equilib-
rium problems, variational inequality problems, and convex feasibility problems, however, strict pseudo-
contractions have more powerful applications than nonexpansive mappings in solving these problems, in
particular, inverse problems [20].

In recent years, construction of an iterative algorithm for seeking fixed points of nonexpansive map-
pings, strict pseudo-contractions and more general mappings has extensively been investigated. In 2010,
Zhou and Gao [27] studied a new projection algorithm for strict quasi-¢-pseudocontractions and obtained
a strong convergence theorem. Qin et al. [17] proved a strong convergence theorem for fixed points of an
asymptotically strict quasi-¢-pseudocontraction in the intermediate sense in some Banach space. In 2015,
Wang and Yang [23] introduced a new nonlinear mapping, which was called total asymptotically strict
quasi-¢-pseudo-contraction, and prove a strong convergence theorem for finding fixed point of this kind
of mappings.

Motivated and inspired by the works going in this directions, we propose a general hybrid projection
iterative algorithm for a finite family of total asymptotically strict quasi-¢p-pseudo-contractions and prove
strong convergence results in the framework of Banach spaces. The results presented in this paper improve
or enrich the known corresponding results announced in the literature sources listed in this work.

2. Preliminaries

In this section, we collect some preliminaries including definitions and lemmas which will be used to
prove our main results. Throughout this paper, we assume that E is a real Banach space with the dual E*,
C is a nonempty closed convex subset of E, and ] : E — 2F" is the normalized duality mapping defined by

Jo) ={f" € B : (o, ) = |Ix|> = [f*]?}, xe€FE,

where (-,-) denotes the generalized duality pairing of elements between E and E*. We note that in a
Hilbert space H, ] is the identity operator.

A Banach space E is said to be strictly convex, if |*3%|| < 1 for all x, y € E with ||x|| = |ly|| = 1 and
x #y. It is said to be uniformly convex, if limn_,« ||Xn —Yn|| = 0 for any two sequences {x,,} and {y,} in
E such that [[xn| = [[yn] = 1 and limn_,e0 [|*25¥2|| = 1. Let Ug = {x € E : ||x|| = 1} be the unit sphere of
E. Then the Banach space E is said to be smooth provided

tull —
et tyl =
t—0 t

, 2.1)

exists for all x, y € Ug. It is also said to be uniformly smooth if the limit (2.1) is attained uniformly for
all x, y € Ug. The following facts are well-known:

(1) if E* is strictly convex then | is single-valued;
(2) if E* is uniformly smooth then ] is uniformly continuous on bounded subsets of E;
(3) if E* is a reflexive and smooth Banach space, then | is single-valued and demicontinuous;

(4) if E is uniformly smooth, then | is uniformly norm-to-norm continuous on each bounded subset of
E;

(5) Eis uniformly smooth if and only if E* is uniformly convex.

Let E be a smooth Banach space. The Lyapunov functional ¢ : E x E — R is defined by

b y) = Xl =20 Jy) +lull’, ¥x yeE. (2.2)
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It is obvious from the definition of the function ¢ that

b(x,y) =bx,z) +dlz,y)+2(x—2z]Jz—Jy), Vx, y, z€E (2.3)

Observe that in a Hilbert space H, (2.2) is reduced to ¢(x,y) = ||x —y||2, forallx, y e H. If Eis a
reflexive, strictly convex, and smooth Banach space, then for all x, y € E, ¢(x,y) =0 if and only if x =y.

Let C be a nonempty closed and convex subset of a reflexive, strictly convex, and smooth Banach space
E. The generalized projection [2] TTc : E — C is a mapping defined by

Mex =mind(y,x), Vx e E.
yeC

In Hilbert spaces, ¢ = Pc, where Pc : H — C is the metric projection from a Hilbert space H onto a
nonempty, closed, and convex subset C of H.
Let T: C — C be a mapping, the set of fixed points of T is denoted by F(T), that is,

FT):={xe C:Tx=x}

A point p is said to be an asymptotic fixed point of T [19], if C contains a sequence {x} which converges
weakly to p such that limp o [[Xn — Txn|| = 0. The set of asymptotic fixed points of T will be denoted by
FT). A mapping T is said to be closed if for any sequence {xn} C C with x, =+ x € Cand Tx, -y € C
as n — oo, then Tx =y. A mapping T is said to be asymptotically regular on C if for any bounded subset
K of C,

lim sup{||T™"x — T"x||} = 0.

T‘L‘)()OxeK

Next, we recall the following definitions of nonlinear operators.

Definition 2.1. Let T: C — C be a mapping, F(T) and ?(T) denote the set of fixed points and the set of
asymptotic fixed points, respectively.

(1) T is called relatively nonexpansive [3], if f(T) =FT)#0,and

d(p, Tx) < b(p,x), VxeC VpeFT).

(2) T is said to be relatively asymptotically nonexpansive [1], if F(T) = F(T) #0, and
bp, T™) < (1+kn)b(p,x), VxeC, VpeFRT),Vn=>1,
where {kn} C [0, 00) is a sequence such that k, — 0 as n — oo.

(3) T is said to be hemi-relatively nonexpansive [21, 22], if F(T) # (J, and

¢(p, Tx) < b(p,x), VxeC VpeFT).

(4) T is said to be asymptotically quasi-d-nonexpansive [16], if F(T) # ), and there exists a sequence
{kn} C [0, ) with k; — 0 as n — oo such that

dp, T™) < (1+kn)db(p,x), VxeC VpeFT), Vn=>1

(5) T is said to be generalized asymptotically quasi-$p-nonexpansive [17], if F(T) # 0, and there exist
two sequences {pn} C [0,00) with p — 0, and {v,} with v, = 0 as n — oo such that

Op, T™) < (1+wn)d(p,x)+vn, VxeC, VpeFT),Vn>1.
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(6) T is said to be a strict quasi-p-pseudo-contraction [27], if F(T) # ), and there exists a constant
k € [0,1) such that
$(p, Tx) < ¢(p,x) +kb(x,Tx), Vx € C, Vp € F(T).

(7) T is said to be an asymptotically strict quasi-$-pseudo-contraction [17], if F(T) # (), and there exist
a sequence {pin} C [0,00) with p — 0 as n — oo and a constant k € [0, 1) such that

dp, T™) < (14 un)d(p,x) +kd(x, T*x), VxeC, VpeFT),Vn=>1.

(8) T is said to be an asymptotically strict quasi-¢p-pseudo-contraction in the intermediate sense [17], if
F(T) # 0, and there exist a sequence {p,} C [0,00) with p, — 0 as n — oo and a constant k € [0,1)
such that

limsup sup (d(p, T"x) — (14 un)d(p, x) —kd(x, Tx)) < 0. (2.4)
n—oo peFk(T)xeC

Put
vn =max{0, sup (d(p, T™) — (1 + un)d(p,x) —kd(x, T™x))},
pPEF(T)xeC

which follows that v, — 0 as n — oo. Then, (2.4) is reduced to the following:

dp, T™) < (14+wn)d(p,x) +kd(x, T*")+vn, VpeFT),VxeC, Vn>1.

(9) T is said to be a total asymptotically strict quasi-¢p-pseudo-contraction [23], if F(T) # 0, and there
exist two sequences {pn} C [0,00) and {vn} C [0,00) with g, - 0 and v, - 0 as n — oo and a
constant k € [0,1) such that

Gp, T™) < d(p,x) +kd(x, T™) + un@(d(p,x)) +vn, ¥xeC, peFT),
where ¢ : [0,00) — [0, 00) is a continuous and strictly increasing function with ¢(0) = 0.

Remark 2.2. According to the comparison with the definition above, the following facts can be obtained
easily.

(a) The class of hemi-relatively mappings and the class of asymptotically quasi-p-nonexpansive mappings
are more general than the class of relatively nonexpansive mappings and the class of relatively asymp-
totically nonexpansive mappings. In fact, hemi-relatively nonexpansive mappings and asymptotically
quasi-¢-nonexpansive do not require F(T) = ?(T).

(b) The class of generalized asymptotically quasi-¢p-nonexpansive mappings is more general than the class
of asymptotically quasi-¢p-nonexpansive mappings.

(c) If the sequence u, = 0, the class of asymptotically strict quasi-p-pseudo-contractions is reduced to the
class of strict quasi-¢p-pseudo-contractions.

(d) If k = 0, the class of asymptotically strict quasi-¢p-pseudo-contractions is reduced to the class of
asymptotically quasi-¢-nonexpansive mappings.

(e) The class of asymptotically strict quasi-¢-pseudo-contractions in the intermediate sense is a general-
ization of the class of asymptotically strict quasi-¢p-pseudo-contractions. In fact, if k = 0 and p = 0, the
class of asymptotically strict quasi-¢p-pseudo-contractions in the intermediate sense is reduced to the class
of asymptotically quasi-¢p-nonexpansive mappings in the intermediate sense.

(f) The class of total asymptotically strict quasi-p-pseudo-contractions is reduced to the class of asymp-
totically strict quasi-¢-pseudo-contractions in the intermediate sense if @(x) = x for all x € [0, 00) and

vn =max{0, sup (Pp(p, T™) — (1+ un)db(p,x) —kd(x, Tx))}
peF(T),xeC
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The following example which is a total asymptotically strict quasi-¢-pseudo-contraction can be found
in [23].

Example 2.3. Let C be a closed unit ball in E = 1? := {(x1,%2,- - -) : > IXnl?> < 00}, and let T: C — C be
a mapping defined by

2 2
T:(x1,%x2,%2,--+) = (0,x], a2xp, azxz, - - -), (x1,%2,%3,---) € 15,

where {a;} is a sequence in (0,1) such that []3°, a; = 1. Then, T is a total asymptotically strict quasi-¢-
pseudo-contraction.

In order to prove our main results, we also need the following lemmas:

Lemma 2.4 ([11]). Let E be a uniformly convex and smooth Banach space. Let {xn} and {yn} be two sequences in
E. If (xn,yn) = 0and {xn} or {yn} is bounded, then xn, —yn — 0as n — oo.

Lemma 2.5 ([2]). Let E be a reflexive, strictly convex, and smooth Banach space. Let C be a nonempty, closed, and
convex subset of E, and x € E then

d)(ylﬂcx) + d)(ﬂCX/X) < 43(9/7(), Vy e C.

Lemma 2.6 ([2]). Let C be a nonempty, closed, and convex subset of a smooth Banach space € and x € E then
xo = lMcx if and only if
(xo—y,Jx—=]Jx0) 20, VyeC.

Lemma 2.7 ([23]). Let E be a uniformly convex and smooth Banach space, let C be a nonempty, closed and convex
subset of E. Suppose T : C — C is a closed and total asymptotically strict quasi--pseudo-contraction. Then, F(T)
is closed and convex.

Lemma 2.8. Let E be a smooth Banach space, let C be a nonempty, closed and convex subset of E. Suppose
T: C — Cis a total asymptotically strict quasi-$-pseudo-contraction. For arbitrary x € C, p € F(T), then

2 Un Vn
G0, TX) < T (e =P, Jx =TT + 1 @ (P, 1) 4+ T
Proof. For arbitrary x € C, p € F(T), from the definition of T, one has
¢(p, T™) < d(p, %) +kdp(x, T™) + un @ (b (p, %)) + vn. (2.5)
On the other hand, from (2.3) one has
¢(p, T™x) = d(p,x) + d(x, T") +2(p —x, Jx — J"'x). (2.6)
Combining (2.5) with (2.6), one arrives at
Un Vn
0 T™) < o b= P Jx =TT + 1 0(0(p, ) + 7
This completes the proof. O

3. Main results
In this section, we state and prove our main theorem.

Theorem 3.1. Let C be a nonempty, closed and convex subset of a uniformly convex and smooth Banach space E.
Let T; : C = C, wherei=1,2,3,---,N, be a closed and total asymptotically strict quasi-$-pseudo-contraction with
two sequences {pn} C [0,00), {vn} C [0, 00) such that pn, — 0, v, = 0as n — oo, and a constant k € [0,1).
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Assume that Ty is asymptotically reqular on C and F = (1, F(T;) is nonempty and bounded. Let {x} be a sequence

generated by the following manner:

Xo € E chosen arbitrarily,

Ci=¢C i=12--,N, Co=NN,C},

Uil = Jil[“nlxn + (1 — o) J T %nl,

Ch oy ={ueCn:dlu,yl) < dlu,xn) + 725 (xn — 1, Jxn — JTMxn) + 00},
Cn+1 = ﬂiN+1 Cin+1/

Xny1 =ITc, . %0,

(3.1)

where 0, = unll\f—*; + 12, My = sup{@(d(p,xn)) : p € Fl. Then the sequence {xn} converges strongly to

% = TTgxo, where TTg is the generalized projection of E onto F.

Proof. The proof is split into six steps.

Step 1: Show that TTgxg is well-defined for any x¢ € E.

By Lemma 2.7, one knows that F(T;) is closed and convex for i = 1,2,3,- -, N. This implies that F =
ﬂ}ll F(T;) is also closed and convex. Furthermore, in view of the assumption of F # (), TTgxg is well-
defined for any xg € E.

Step 2: Show that C,, is closed and convex for each n > 0.
It is obvious that Cp = C is closed and convex. Suppose that C,, is closed and convex for some m € IN.
For all u € C;,,, one sees from (3.1) that

Cb(u/yirn) < d)(u,xm)—i— KK<Xm_U«/IXm_JT€nXm>+em/

1—

is equivalent to

, IxmlP + Iyhl? |, 8m

i K
<u,ﬁ]xm —JYm — ﬁ]TianJ < (Xm Jxm = J T %m) 2 5

for each 1 < i < N. It easily implies that Cf“ 4118 closed and convex for each 1 < i < N. Furthermore, one
knows that Cy, 1 is closed and convex. Then, by the mathematical induction principle, for each n > 0,
Cp is closed and convex.

Step 3: Show that F = (I, F(T;) € Cy, for each n > 0.
It is obvious that F € C = Cy. Suppose that F(T) C Cy, for some h € IN. One sees that F C Cj,4; for the
same h. Indeed, For any p € F C Cy,, one learns from the definition of T;, (3.1), and Lemma 2.8 that

d(p,yt) < d(p, ] onJxn + (1 — on)J T xk])

Ipl1> —2(p, acnJxn + (1 — o) JT{%n) + [ Jxn + (1 — oen ) J T % ||

IpI1> = 20t (p, Jxn) — 2(1 — an ) (p, JT{xn) + ot [[Jxn|* + (1 — o) [T T{ x|
ond (p, xn) + (1 — on)d(p, T'xn)

and(p,xn) + (1—an)[d(p, xn) + kdp(xn, Txn) + wn@(d(p, xn)) + Vi
$(p,xn) + (1= on) [k (xn, Txn) + mn@ (b (p, X)) + Vi

< &(p,xn) + Kb (xn, T{xh) + k@ (G (P, xn)) + Vi

——(xh =P, Jxn — JTn) + 70 (0P, xn)) +

+ o (p,xn) + un@(d(p, xn)) + Vi

NN

N

Vh
T ]

N

K[

Vh
11—«

(e =P, T — TP + T (6, xn)) +

= ¢('P/Xh) +
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My Vh
1—|<+1—|<

K
T O =P Jxn =TT XR) + b

2K
1= K<Xh —p,JXh — ]Tlhxh) + 01,

< (b(Pth) +

= (b('P/Xh) +

which implies that p € C%L 11 for each 1 < i < N. Furthermore, one sees that p € Cy,;1 for the same h. By
the mathematical induction principle, F C C,, for each n > 0.

Step 4: Show that {x,} is a Cauchy sequence.
From x, =TI, X0, one knows that

(xn —u,Jxg—Jxn) >0, VueCy.
Since F ¢ C,, for all n > 0, one sees that
(xn =P, Jx0—Jxn) 20, VpeF.
From Lemma 2.5, one has

¢ (xn,x0) = d(TTc, x0,%0) < G(P,x0) — d(P,xn) < d(P,x0),

for each w € F and n > 0. Therefore, the sequence ¢(xn,xp) is bounded. On the other hand, in view of
xn =Tlc, %0 and xn41 =Tlc, ;%0 € Cyuy1 C Cyy, one has

(b(XTL/XO) < d)(Xn+1, XO)/

for all n > 0. Therefore, {¢(xn,Xo)} is nondecreasing. It implies that the limit of {¢p(xn,xo)} exists. By the
construction of Cy,, one learns that C;, C C, and xym, = Tl¢, xp € Cn, for any positive integer m > n.
Therefore, one has that
d)(xm/ Xn) = d)(xm/ ﬂCnXO)
< ¢ (xm,x0) — d(TTc, %0, %0) 3.2)
= q)(xm/ XO) - d)(XTL/ XO)'

Letting m, n — oo in (3.2), one arrives at ¢(xm, xn) — 0. It follows from Lemma 2.4 that x;, — X, — 0 as
m, n — oo. Then {x,} is a Cauchy sequence. Since E is a Banach space and C is closed and convex, one
can assume that x,, - % € Casn — oo.

Step 5: Show that x € F.

By utilizing the construction of C, and x, 11 =TI, ;%0 € Crip1 C Cyy, One sees that

n+1

2K
1—«

d)(xn—i—l/ y;) < ¢(Xn+1/ Xn) + <Xn —Xn+1, ]Xn - ITiFXn> +0n. (33)

Since {xn,} is a Cauchy sequence and limy,_,+, 6, = 0, one has from (3.3) that

lim ¢xni1,yn) =0, Vi=1,23,N.

n—

Due to Lemma 2.4, one knows that

lim ||xpi1—yl||=0, Vi=1,2,3,---,N.

n—oo

Since | is uniformly norm-to-norm continuous on any bounded sets, one obtains that

lim [[Jxn41 —Jys) =0, Vi=1,23,---,N. (3.4)
n—oo
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On the other hand, from yil = ] Motn Jxn + (1 — otn)J T xn], one computes that

Mxnst = Jynll = %1 — o xn + (1= o) T x|
= Hocn(]XnJrl - JXn) +(1— o‘n)(]XnJrl - ITian)H
= H(l - “n)(]xn+1 - ]Tinxn) - o‘nuxn - ]Xn+1)”

Z (1= on)[Jxngr = JTxn || = on [[Jxn = Jxna ]

Hence, one obtains that

(Txn+1— ]U;IH + ot [[Jxn — Jxn11l])-

N L e

Since {xn} is a Cauchy sequence and (3.4), one has that

Tim ([T = JTixnll =0, ¥i=1,2,3,---N.

Since ]! is also uniformly norm-to-norm continuous on bounded sets, one gets that

lim [|xni1—Tixn| =0, Vi=1,2,3,---,N. (3.5)

n—

Note that (3.5) and x; — X as n — oo and
[T %n — X[ < 1T %0 — X1 || + [[xn1 = xn |l + [xn — %

It follows that
1i_r>n ITMxn —%|| =0, Vi=1,23,---,N. (3.6)
o0

n

Observing that
[T — %) < T % — T || + [T % — %, ¥i=1,2,3,---,N. (3.7)
By using (3.6), (3.7) and the asymptotic regularity of T, one obtains that

lim [T %, — %) =0,

n—oo
thatis, T;T*x, — X asn — oo for eachi=1,2,3,---,N. From the closedness of T;, we obtain that X = T;X
foreachi=1,2,3,---,N.

Step 6: Show that X = TT(1)xo.
Noticing that (3.2), that is,
(xn —p,Jx0—Jxn) 20, VpeF.

Taking the limit in the above inequality yields
(x—p,Jxo—Jx) >0, VwekF.
Hence, we obtain from Lemma 2.6 that X = ITrxq. This completes the proof. O

Remark 3.2. In view of Definition 2.1, one knows the class of total asymptotically strict quasi-¢p-pseudo-
contractions includes many nonlinear mappings as special cases, for instance, asymptotically strict quasi-
¢$-pseudo-contractions in the intermediate sense, asymptotically strict quasi-¢p-pseudo-contractions, strict
quasi-¢-pseudo-contractions, generalized asymptotically quasi-¢p-nonexpansive mappings, asymptoti-
cally quasi-¢p-nonexpansive mappings, relatively asymptotically nonexpansive mappings, hemi-relatively
nonexpansive mappings and so on. So, Theorem 3.1 improves many current results, for further details,
see Agarwal et al. [1], Qin and Cho [15], Matsushita and Takahashi [13], Qin et al. [17]. Su et al. [21],
Wang et al. [22], Wu and Wang [25], Zhou et al. [28], Zhou and Gao [27].
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Remark 3.3. By way of comparison with the main result in Wang and Yang [23], Theorem 3.1 improves the
main result of Wang and Yang [23] in the following senses:

(1) The iterative algorithm (3.1) is more general than the one given in Wang and Yang [23]. In fact, by
taking o = 0, the algorithm (3.1) is reduced to the analogous iterative algorithm in Wang and Yang
[23].

(2) Theorem 3.1 mainly focuses on a finite family of total asymptotically strict quasi-$p-pseudo-contra-
ctions, but the main result given in Wang and Yang [23] is concerned only with one single total
asymptotically strict quasi-¢-pseudo-contraction.

4. Applications

In this section, we consider the problem for finding the common solution of a system of generalized
mixed equilibrium problems. Let C be a nonempty, closed, and convex subset of a smooth, strictly convex
and reflexive Banach space E. Let {fi}ic1 be a family of bifunctions from C x C into R, A; : C — E*
be a nonlinear mapping, and ¢; : C — R be a real-valued function, where I and R denote the set of an
arbitrary index set, and the set of real numbers, respectively. The “so-called” system of generalized mixed
equilibrium problems is to find x € C such that

filx,y) + Yy —xAix) +@ily) —i(x) >0, VyeC, iel (4.1)

The set of solutions of (4.1) is denoted by SGMEP(fi, Ay, @i), where i € I. A mapping A : C — E* is called
monotone if
(x—y,Ax—Ay) >0, Vx, yeC.

A mapping A is called L-Lipschitz continuous if there exists L > 0 such that
IAx = Ayl < Llx—yll, ¥x yeC

For solving the generalized mixed equilibrium problem, let us assume that ¢ : C — R is a convex and
lower semi-continuous function, A : C — E* is a continuous and monotone mapping, and f: C x C —+ R
is a bifunction satisfying the following conditions:

(A1) f(x,x) =0forall x € C;

(A2) fis monotone, i.e., f(x,y)+ f(y,x) <O0forallx, y € C;
(A3) forallx, y, z € C, limsup, |, f(tz+ (1 —t)x,y) < f(x,y);
(A4) for each x € C, f(x, ) is convex and lower semicontinuous.

Lemma 4.1 ([26]). Let E be a smooth, strictly convex and reflexive Banach space, and C be a nonempty closed
convex subset of E. Let A : C — E* be a continuous and monotone mapping, @ : C — R be a lower semi-
continuous and convex function, and f : C x C — R be a bifunction satisfying the conditions (A1)-(A4). Forr >0
and x € E, define a mapping Resi® (x) : E — C as follows:

Resﬁ’A""(x) ={ueC:fluy)+{y—uwAuw) +o(y)—eu) + %(y —u,Ju—Jx) >0, VyeChL

Then, the Res™ % has the following properties:
(1) ResfA® is single-valued;

(2) F(ResfA®) = SGMEP(f, A, 0);
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(3) SGMEP(f, A, @) is closed and convex;
(4) &(p,RestAez) + p(RestN®z,z) < dp(p,x), Vp € F(RestA®), z € E.

Theorem 4.2. Let C be a nonempty, closed and convex subset of a uniformly convex and smooth Banach space E.
Fori=1,2,3,---,N, let fi : C x C — R be a bifunction satisfying the conditions (A1)-(A4), A; : C — E* bea
continuous and monotone mapping, @i : C — R be a lower semi-continuous and convex function. Assume that
F= ﬂll SGMEP(fi, Ay, @i) is nonempty. Let {xn} be a sequence generated by the following manner:

Xo € E chosen arbitrarily,

Ci=C i=12--,N, Co=N,C},
yi =] onJxn + (1 — ocn)]Resﬁil’,/i\i’(pixn],
Chig={ueCn:dlyy) < dluxa)l
Chi1= ﬂiNJrl C;H'

xnt1 = I, %o,

where {r, 1} be a sequence in (0, co

) with assumption limn_,oo Tni > 0 for every i = 1,2,3,---,N. Then the
sequence {xn } converges strongly to X =

Trxo, where TTg is the generalized projection of E onto F.

A0 A, 01

Proof. From Lemma 4.1, one easily sees that Res; a closed hemi-relatively mapping. So, Res;"
is also a closed total asymptotically strict quasi-$-pseudo-contraction for eachi=1,2,---,N. By applying
Theorem 3.1, the sequence {xn } converges strongly to p = P{(xo). O

5. Numerical examples

In this section, we give a numerical example about the special form of algorithm (3.1) to verify its
validity.
Example 5.1. Let E = R, C = [0,7], Tx = sin %x. Then T is also a closed total asymptotically strict
quasi-$-pseudo-contraction with F(T) = {0}.

Proof. From the definition of T, it is obvious that 0 is the unique fixed point of T, that is, F(T) = {0}. On
the other hand, we have

1 1
$(0, Tx) = (0> — (0, JTx) 4 [Tx[> = (sin EX)Z < EXZ <x2 =102 — (0, Jx) + [xI* = $(0,x).

It implies that T is a closed hemi-relatively nonexpansive mapping. Therefore, T is also a closed total
asymptotically strict quasi-¢-pseudo-contraction. O

Next, we consider a simple case of the algorithm (3.1) which only contains a single nonlinear operator
T. By using Example 5.1, The algorithm (3.1) can be simplified as

Xo € R chosen arbitrarily,

Co=C=1[0,m],
Yn = &nXn + (1 — &) sin %xn, (5.1)
Chy1={ueCh:u< L?M},

Xnt1 = MMe, ;1 %o0-

1

In the following, for the three initial points xp = 0.5, 1, 1.5, and a;, = ., we test the effectiveness and

convergence of the algorithm (5.1) by MATLAB 7.0 software.
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Figure 1: the convergence process of the sequence {x } with different initial points.

From Figure 1 above, we see that for different initial points, each sequence {xn } converges to the same
fixed point by using the algorithm (5.1).

Table 1: partial values of the sequence {x,} in the experiment.

n X0 = 0.5 X0 = 1 X0 = 1.5
0 05000 1.0000 1.5000
5 0.2357 0.4643  0.6795
10 0.0689  0.1352  0.1966
15 0.0186 0.0365  0.0530
20 0.0048 0.0095 0.0138
25 0.0012 0.0024 0.0035
30 0.0003 0.0006  0.0009
35 0.0001 0.0002  0.0002
40  0.0000  0.0000  0.0001
41 0.0000 0.0000  0.0000

Some values of the sequence {x} in the numerical experiments of Figure 1 are shown on Table 1.
Table 1 clearly indicates that each sequence {x,} converges to 0 for different initial points. In a word, the
results of numerical simulations demonstrate that the algorithm of Theorem 3.1 is effective, realizable and
convergent.
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