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Abstract
This paper is concerned with the existence of multiple periodic solutions for some delay differential equations with a

general piecewise constant argument. Under some sufficient conditions, we establish the existence of two and three nonnegative
periodic solutions for the addressed delay differential equation with piecewise constant argument. Also, we apply one of our
main results to a Nicholson’s blowflies type model. c©2017 All rights reserved.

Keywords: Piecewise constant, periodic solution, multiple periodic solution.
2010 MSC: 34C25.

1. Introduction and preliminaries

Throughout this paper, we denote by N the set of all positive integers, by Z the set of all integers,
by R the set of all real numbers, and by CT (R) the set of all continuous T -periodic functions from R to
R, where T > 0 is a fixed constant. Moreover, assume that the two real sequences {tk}k∈Z and {γk}k∈Z

satisfy the following statements:

(a) For every k ∈ Z, tk < tk+1, lim
k→−∞ tk = −∞, lim

k→+∞ tk = +∞, and

0 < inf
k∈Z

|tk+1 − tk| 6 sup
k∈Z

|tk+1 − tk| < +∞;

(b) for every k ∈ Z, γk ∈ [tk, tk+1], and there exists l ∈N such that

tk+l = tk + T , γk+l = γk + T , k ∈ Z.

The aim of this paper is to investigate the existence of multiple positive periodic solutions to the
following delay differential equation with a general piecewise constant argument:

x ′(t) = −a(t)x(t) + b(t)f(t, x(t− τ(t))) + c(t)g(t, x(γ(t))), t ∈ R, (1.1)

where a,b, c ∈ CT (R) are nonnegative functions, f,g : R× [0,+∞) → [0,+∞) are continuous and T -
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periodic about the first argument, and

γ(t) = γk, t ∈ [tk, tk+1), k ∈ Z.

It is easy to see that if tk = k and γ(t) = [t], then (1.1) reduces to a classical differential equation with
piecewise constant argument.

There is a large literature on multiple positive periodic solutions for functional differential equations.
However, to the best of our knowledge, it seems that there is seldom results concerning multiple periodic
solutions for differential equations with piecewise constant arguments (cf. [17]).

On the other hand, differential equations with piecewise constant argument has been of great interest
for many mathematicians since they have wide applications in many areas such as biomedicine, chemistry,
mechanical engineering, physics, etc. Recently, several authors studied differential equations with more
general piecewise constant arguments (in short DEPCAG). For the backgrounds of DEPCAG and some
recent contributions on DEPCAG, we refer the reader to [1, 2, 4–6, 10, 14–16] and references therein, where
some interesting results on several types of DEPCAG such as the existence of solutions, the stability of
solutions, the existence of periodic solutions, and the existence of almost periodic solutions, etc., are
established.

Especially, in [6], Chiu et al. investigated the existence and global convergence of periodic solutions
for the following differential system with piecewise constant arguments of generalized type:

x ′i(t) = −ai(t)xi(t) +

n∑
j=1

{bij(t)fj(xj(t)) + cij(t)gj(xj(γ(t)))}+ Ii(t), i = 1, 2, . . .n. (1.2)

Stimulated by this work, in this paper, we aim to make further study on this topic, i.e., we discuss the
existence of multiple positive periodic solutions. For convenience, we only consider the 1-dimensional
system (1.1). We note that by using a similar proof of this paper, one can also consider some n-dimensional
system such as (1.2).

Next, let us recall some definitions, notations and preliminaries. For more details, we refer the reader
to [3, 11].

Let X be a real Banach space. A closed convex set P in X is called a cone, if the following conditions
are satisfied:

(i) if x ∈ P, then λx ∈ P for any λ > 0;

(ii) if x ∈ P and −x ∈ P, then x = 0.

A non-negative continuous functional ψ is said to be concave on P, if ψ is continuous and

ψ(µx+ (1 − µ)y) > µψ(x) + (1 − µ)ψ(y), x,y ∈ P, µ ∈ [0, 1].

Letting c1, c2, c3 be three positive constants, and φ be a non-negative continuous functional on P, we
denote

Pc1 = {y ∈ P : ||y|| < c1},

Pc1 = {y ∈ P : ||y|| 6 c1},

P(φ, c1) := {x ∈ P : φ(x) < c1},

P(φ, c1) := {x ∈ P : φ(x) 6 c1},

∂P(φ, c1) := {x ∈ P : φ(x) = c1},

P(φ, c2, c3) = {y ∈ P : c2 6 φ(y), ||y|| 6 c3}.

In addition, we call that φ is increasing on P, if φ(x) > φ(y) for all x,y ∈ P with x− y ∈ P.
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Lemma 1.1 ([3]). Let P be a cone in a real Banach space X, α and γ be two increasing, nonnegative, and continuous
functionals on P, and θ be a nonnegative continuous functional on P with θ(0) = 0 such that for some c > 0 and
M > 0,

γ(x) 6 θ(x) 6 α(x), ‖x‖ 6Mγ(x), x ∈ P(γ, c).

Moreover, suppose that there exists a completely continuous operator A : P(γ, c)→ P and 0 < a < b < c such that

θ(λx) 6 λθ(x), 0 6 λ 6 1, x ∈ ∂P(θ,b),

and

(i) γ(Ax) > c, for all x ∈ ∂P(γ, c);

(ii) θ(Ax) < b, for all x ∈ ∂P(θ,b);

(iii) P(α,a) 6= ∅, and α(Ax) > a, for all x ∈ ∂P(α,a).

Then A has at least two fixed points x1, x2 belonging to P(γ, c) such that

a < α(x1), θ(x1) < b, and b < θ(x2), γ(x2) < c.

Lemma 1.2 ([11]). Let P be a cone in a real Banach space X, c4 be a positive constant, A : Pc4 → Pc4 be a completely
continuous mapping, and ψ be a concave nonnegative continuous functional on P with ψ(u) 6 ||u|| for all u ∈ Pc4 .
Suppose that there exist three constants c1, c2, c3 with 0 < c1 < c2 < c3 6 c4 such that

(i) {u ∈ P(ψ, c2, c3) : ψ(u) > c2} 6= ∅, and ψ(Au) > c2 for all u ∈ P(ψ, c2, c3);

(ii) ||Au|| < c1 for all u ∈ Pc1 ;

(iii) ψ(Au) > c2 for all u ∈ P(ψ, c2, c4) with ||Au|| > c3.

Then A has at least three fixed points u1,u2,u3 in Pc4 . Furthermore, ||u1|| < c1 < ||u2||, and ψ(u2) < c2 < ψ(u3).

2. Main results

2.1. Equivalent integral equation
First, let us recall the following definition:

Definition 2.1. A function x : R→ R is called a solution of (1.1) provided that

(i) x is continuous on R;

(ii) the derivative x ′(t) exists at every point t with the possible exception of the points tk,k ∈ Z, where
the one-side derivatives exist;

(iii) equation (1.1) is satisfied for x(t) on all intervals (tk, tk+1),k ∈ Z, and it holds for the right derivative
at the points tk,k ∈ Z.

Next, we prove that equation (1.1) is equivalent to an integral equation.

Lemma 2.2. Let x ∈ CT (R). Then x(t) is a solution of equation (1.1), if and only if

x(t) =

∫t+T
t

G(t, s)[b(s)f(s, x(s− τ(s)) + c(s)g(s, x(γ(s)))]ds, t ∈ R, (2.1)

where G(t, s) = e
∫s
t a(ξ)dξ

e
∫T

0 a(ξ)dξ−1
for t, s ∈ R.
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Proof. For convenience, we denote

φ(t) = e−
∫t

0 a(s)ds, M(t) = b(t)f(t, x(t− τ(t))) + c(t)g(t, x(γ(t))), t ∈ R.

It is easy to see that

G(t, s) =
φ(t)φ−1(s)

φ−1(T) − 1
,

∂G(t, s)
∂t

= −a(t)G(t, s), t, s ∈ R.

In addition, it follows from the assumption (b) on {tk}k∈Z and {γk}k∈Z that γ(t+ T) = γ(t) for all t ∈ R.
Then, since b, c ∈ CT (R) and f,g are T -periodic about the first argument, we conclude that M is also
T -periodic.

Next, we give the proof of necessary part by utilizing an idea in [9]. Let x(t) be a solution of (1.1), i.e.,

x ′(t) = −a(t)x(t) +M(t), t ∈
⋃
k∈Z

(tk, tk+1),

which means
d

dt
[φ−1(t)x(t)] = φ−1(t)M(t), t ∈

⋃
k∈Z

(tk, tk+1).

Noting that x(t) is continuous on R, we claim that for every t ∈ R,

φ−1(t)x(t) = φ−1(0)x(0) +
∫t

0
φ−1(s)M(s)ds,

i.e.,

x(t) = φ(t)x(0) +φ(t)
∫t

0
φ−1(s)M(s)ds. (2.2)

In fact, there is k ∈ Z such that 0 ∈ [tk−1, tk). Then, for every t ∈ [tk−1, tk), (2.2) obviously holds. Also,
we have

x(tk) = φ(tk)x(0) +φ(tk)
∫tk

0
φ−1(s)M(s)ds. (2.3)

On the other hand, for every t ∈ [tk, tk+1), there holds

x(t) = φ(t)φ−1(tk)x(tk) +φ(t)

∫t
tk

φ−1(s)M(s)ds,

which together with (2.3) yields that (2.2) also holds for every t ∈ [tk, tk+1). By similar arguments, one
can show that (2.2) holds for every t ∈ R.

Since x(0) = x(T) = φ(T)x(0) +φ(T)
∫T

0 φ
−1(s)M(s)ds, we get

x(0) = [1 −φ(T)]−1φ(T)

∫T
0
φ−1(s)M(s)ds. (2.4)

A substitution of (2.4) into (2.2) yields

x(t) = φ(t)[1 −φ(T)]−1φ(T)

∫T
0
φ−1(s)M(s)ds+φ(t)

∫t
0
φ−1(s)M(s)ds

= [φ−1(T) − 1]−1φ(t)

∫T
0
φ−1(s)M(s)ds+φ(t)

∫t
0
φ−1(s)M(s)ds

= [φ−1(T) − 1]−1φ(t)[

∫T
0
φ−1(s)M(s)ds+φ−1(T)

∫t
0
φ−1(s)M(s)ds−

∫t
0
φ−1(s)M(s)ds]
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= [φ−1(T) − 1]−1φ(t)[

∫T
t

φ−1(s)M(s)ds+φ−1(T)

∫t
0
φ−1(s)M(s)ds].

By letting u = s+ T , the above expression implies

x(t) = [φ−1(T) − 1]−1φ(t)[

∫T
t

φ−1(s)M(s)ds+φ−1(T)

∫T+t
T

φ−1(u− T)M(u− T)du]

= [φ−1(T) − 1]−1φ(t)[

∫T
t

φ−1(s)M(s)ds+

∫T+t
T

φ−1(u)M(u− T)du]

= [φ−1(T) − 1]−1φ(t)

∫t+T
t

φ−1(s)M(s)ds

=

∫t+T
t

G(t, s)M(s)ds.

Finally, we give the proof of sufficient part. Let x(t) satisfy (2.1). Then, we have

x(t+∆t) − x(t)

∆t
=

1
∆t

[∫t+∆t+T
t+∆t

G(t+∆t, s)M(s)ds−

∫t+T
t

G(t, s)M(s)ds

]

=
1
∆t

∫t+T
t

[G(t+∆t, s) −G(t, s)]M(s)ds+
1
∆t

∫t+∆t+T
t+T

G(t+∆t, s)M(s)ds

−
1
∆t

∫t+∆t
t

G(t+∆t, s)M(s)ds,

combining this with the fact that M is continuous on all [tk, tk+1), k ∈ N, by using the Lebesgue domi-
nated convergence theorem, for every t ∈

⋃
k∈Z(tk, tk+1), we have

x ′(t) =

∫t+T
t

∂G(t, s)
∂t

M(s)ds+G(t, t+ T)M(t) −G(t, t)M(t)

= −a(t)x(t) +M(t).

Similarly, one can also show that

x ′+(tk) = −a(tk)x(tk) +M(tk), k = 1, 2, · · · .

This means that x(t) is a solution of (1.1).

2.2. Existence of two positive solutions
In this section, we apply Lemma 1.1 to establish an existence result about two positive periodic solu-

tions of (1.1). Let

M1 =
1

e
∫T

0 a(ξ)dξ − 1
, M2 =

e
∫T

0 a(ξ)dξ

e
∫T

0 a(ξ)dξ − 1
.

For convenience, we list some assumptions:

(H1) There exists a constant c1 > 0 such that∫T
0

[
b(s) inf

c16u6
c1
δ

f(s,u) + c(s) inf
c16u6

c1
δ

g(s,u)

]
ds >

c1

M1
.

(H2) There exists a constant b1 > 0 such that∫T
0

b(s) sup
b16u6

b1
δ

f(s,u) + c(s) sup
b16u6

b1
δ

g(s,u)

ds < b1

M2
.
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(H3) There exists a constant a1 > 0 such that∫T
0

[
b(s) inf

06u6a1
f(s,u) + c(s) inf

06u6a1
g(s,u)

]
ds >

a1

M1
.

Theorem 2.3. Assume that there exist three constants a1,b1, c1 with 0 < a1 < b1 < c1 such that (H1)-(H3) hold.
Then (1.1) has at least two nonnegative T -periodic solutions.

Proof. It is easy to see that

M1 = G(t, t) 6 G(t, s) 6 G(t, t+ T) =M2, t ∈ R, t 6 s 6 t+ T .

Denote δ = M1
M2

and
P = {y ∈ CT (R) : y(t) > δ‖y‖, t ∈ R},

where ‖y‖ = sup
t∈[0,T ]

|y(t)|. It is not difficult to verify that P is a cone in CT (R).

Next, we will verify that all the assumptions of Lemma 1.1 hold. Let

γ(y) = θ(y) = min
t∈[0,T ]

y(t), α(y) = ‖y‖, y ∈ P.

Obviously, γ,α are increasing nonnegative continuous functionals on P, and θ is nonnegative continuous
functionals on P with θ(0) = 0. Moreover, we have

γ(y) = θ(y) 6 α(y), ‖y‖ 6 1
δ
γ(y), y ∈ P,

and
θ(λy) = λθ(y), λ ∈ [0, 1], y ∈ ∂P(θ,b1).

Define an operator on CT (R) as follows:

(Ay)(t) =

∫t+T
t

G(t, s)[b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds, t ∈ R, y ∈ CT (R).

Let us show that A is a completely continuous operator from P(γ, c1) to P. Firstly, for every y ∈ CT (R),
noting that

G(t+ T , s+ T) = G(t, s), t, s ∈ R,

and s 7→ b(s)f(s,y(s− τ(s)))+ c(s)g(s,y(γ(s))) is T -periodic, we conclude that Ay is T -periodic. Secondly,
by using the dominated convergence theorem, it is not difficult to show that for every y ∈ CT (R), (Ay)(t)
is continuous on R. Thus, A(CT (R)) ⊂ CT (R). Thirdly, for every y ∈ CT (R), there holds

Ay(t) =

∫t+T
t

G(t, s)[b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds

>M1

∫t+T
t

[b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds

>
M1

M2
‖Ay‖ = δ‖Ay‖,

where ‖Ay‖ 6M2
∫t+T
t [b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds. This means that A maps CT (R) to P.

Fourthly, noting that for every x,y ∈ CT (R),

‖Ax−Ay‖ = sup
t∈[0,T ]

∣∣∣∣∣
∫t+T
t

G(t, s)F(s)ds

∣∣∣∣∣ ,
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where
F(s) = b(s)[f(s, x(s− τ(s))) − f(s,y(s− τ(s)))] + c(s)[g(s, x(γ(s))) − g(s,y(γ(s)))],

since f,g are uniformly continuous on compact subsets, we conclude that A : CT (R)→ P is a continuous
operator. Finally, let us show that A maps bounded sets into relatively-compact sets. Fix κ > 0. It is easy
to see that

{(Ay)(t) : y ∈ CT (R), ‖y‖ 6 κ, t ∈ R},

is uniformly bounded. Moreover, following from the sufficient part of the proof for Theorem 2.2, for every
y ∈ CT (R),

(Ay) ′(t) = −a(t)Ay(t) + b(t)f(t,y(t− τ(t))) + c(t)g(t,y(γ(t))), t ∈
⋃
i∈Z

(ti, ti+1),

which means that {
(Ay) ′(t) : y ∈ CT (R), ‖y‖ 6 κ, t ∈

⋃
i∈Z

(ti, ti+1)

}
,

is also uniformly bounded. Then, by the classical Lagrange’s Mean Value Theorem, one can conclude that

{(Ay)(t) : y ∈ CT (R), ‖y‖ 6 κ},

is equi-continuous on R. This means that {Ay : y ∈ CT (R), ‖y‖ 6 κ} is relatively-compact. Thus,
A : CT (R)→ P is completely continuous.

It remains to check (i)-(iii) in Lemma 1.1 hold. Fix an arbitrary y ∈ ∂P(γ, c1). Then,

y(t) > min
t∈[0,T ]

y(t) = γ(y) = c1, t ∈ R,

and
‖y‖ 6 1

δ
y(t), t ∈ R,

which yields that ‖y‖ 6 c1
δ and thus y(t) 6 c1

δ for all t ∈ R. This means that

c1 6 y(t− τ(t)),y(γ(t)) 6
1
δ
c1, t ∈ R,

which together with (H1) implies that

γ(Ay) = min
t∈[0,T ]

∫t+T
t

G(t, s)[(b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s))))]ds

>M1

∫T
0
[(b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds

>M1

∫T
0

[
b(s) inf

c16u6
c1
δ

f(s,u) + c(s) inf
c16u6

c1
δ

g(s,u)

]
ds

> c1.

This shows that (i) of Lemma 1.1 holds. For every y ∈ ∂P(θ,b1), similar to the above proof, we have

b1 6 y(t− τ(t)),y(γ(t)) 6
1
δ
b1, t ∈ R.

Combining this with (H2), we get

θ(Ay) = min
t∈[0,T ]

∫t+T
t

G(t, s)[b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds
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6M2

∫T
0
[b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds

6M2

∫T
0

b(s) sup
b16u6

b1
δ

f(s,u) + c(s) sup
b16u6

b1
δ

g(s,u)

ds
< b1,

i.e., (ii) of Lemma 1.1 holds. Obviously, P(α,a1) 6= ∅. For every y ∈ ∂P(α,a1), we have

δa1 6 y(t− τ(t)),y(γ(t)) 6 a1, t ∈ R,

which together with (H3) gives that

α(Ay) = sup
t∈[0,T ]

∫t+T
t

G(t, s)[b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds

>M1

∫T
0

[
b(s) inf

06u6a1
f(s,u) + c(s) inf

06u6a1
g(s,u)

]
ds

> a1.

This proves (iii) of Lemma 1.1. Now, by applying Lemma 1.1, the following integral equation

y(t) =

∫t+T
t

G(t, s)[b(s)f(s,y(s− τ(s)) + c(s)g(s,y(γ(s)))]ds, t ∈ R,

has at least two nonnegative T -periodic solutions x,y, which are just two nonnegative T -periodic solutions
to equation (1.1) by Lemma 2.2.

2.3. Existence of three nonnegative solutions
In this section, we will apply Lemma 1.2 to equation (1.1). Also, we list some assumptions.

(H4) There exists a constant c1 > 0 such that∫T
0

[
b(s) sup

06u6c1

f(s,u) + c(s) sup
06u6c1

g(s,u)

]
ds <

c1

M2
.

(H5) There exist c2 > c1 > 0 and c3 >
c2
δ such that∫T

0

[
b(s) inf

c26u6c3
f(s,u) + c(s) inf

c26u6c3
g(s,u)

]
ds >

c2

M1
.

(H6) There exists a constant c4 > c3 such that∫T
0

[
b(s) sup

06u6c4

f(s,u) + c(s) sup
06u6c4

g(s,u)

]
ds 6

c4

M2
.

Theorem 2.4. Assume that (H4)-(H6) hold. Then (1.1) has at least three nonnegative T-periodic solutions.

Proof. Let the cone P and the operator A be the same as in Theorem 2.3. Set

ψ(y) = min
t∈[0,T ]

y(t), y ∈ P.
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Obviously, ψ is a concave nonnegative continuous functional on P and ψ(y) 6 ‖y‖ for all y ∈ P. By the
proof of Theorem 2.3, we know that A : CT (R) → P is completely continuous. Moreover, by (H6), for
every y ∈ Pc4 , we have

‖Ay‖ = sup
t∈[0,T ]

∫t+T
t

G(t, s)[b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds

6M2

∫T
0

[
b(s) sup

06u6c4

f(s,u) + c(s) sup
06u6c4

g(s,u)

]
ds

6 c4.

Next, let us verify (i)-(iii) of Lemma 1.2. Firstly, it is easy to see that

{u ∈ P(ψ, c2, c3) : ψ(u) > c2} = {u ∈ P : ψ(u) > c2, ‖u‖ 6 c3} 6= ∅.

Moreover, for every y ∈ P(ψ, c2, c3), there holds

c2 6 y(t− τ(t)),y(γ(t)) 6 c3, t ∈ R.

Combining this with (H5), we get

ψ(Ay) = min
t∈[0,T ]

∫t+T
t

G(t, s)[b(s)f(s,y(s− τ(s))) + c(s)g(s, (γ(s)))]ds

>M1

∫T
0

[
b(s) inf

c26u6c3
f(s,u) + c(s) inf

c26u6c3
g(s,u)

]
ds

> c2.

Secondly, it follows from (H4) that for every y ∈ Pc1 ,

‖Ay‖ = sup
t∈[0,T ]

∫t+T
t

G(t, s)[b(s)f(s,y(s− τ(s))) + c(s)g(s,y(γ(s)))]ds

6M2

∫T
0

[
b(s) sup

06u6c1

f(s,u) + c(s) sup
06u6c1

g(s,u)

]
ds

< c1.

Finally, y ∈ P with ||Ay|| > c3 implies that

ψ(Ay) = min
t∈[0,T ]

(Ay)(t) > δ‖Ay‖ > δc3 > c2.

This means that (iii) of Lemma 1.2 holds.
Now, by Lemma 1.2, we know that A has at least three fixed points, and thus (1.1) has at least three

nonnegative T -periodic solutions.

2.4. An example
Stimulated by [12], in this section, we apply one of our main results to the following Nicholson’s

blowflies type model:
x ′(t) = −a(t)x(t) + p(t)xm(γ(t))e−q(t)x

n(γ(t)), (2.5)

where m > 1, n > 0, a,p,q are nonnegative continuous T -periodic functions and let γ be the same as in
Section 1.

Recall that Nicholson’s blowflies model has an interesting background (cf. [8]). Recently, several
authors have made contributions on the existence of multiple periodic solutions for Nicholson’s blowflies
type model (cf. [7, 12, 13]). Equation (2.5) can be seen as a generalized Nicholson’s blowflies type model,
which allows the delay term to be a discontinuous function.
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Theorem 2.5. Let q(t) > 0 for all t ∈ R, and∫T
0
p(t)dt >

e‖q‖m−1
n

δm−1 , (2.6)

where δ is the same as in Theorem 2.3. Then (2.5) has at least two positive T -periodic solutions.

Proof. Let b(t) ≡ 1, f(t,u) ≡ 0, c(t) = p(t), and g(t,u) = ume−q(t)u
n

. We only need to verify that all the
assumptions of Theorem 2.4 are satisfied.

Firstly, we can choose sufficiently small c1 > 0 such that

cm1

∫T
0
p(s)ds <

c1

M2
,

which yields that ∫T
0
p(s) sup

06u6c1

ume−q(s)u
n

ds 6 cm1

∫T
0
p(s)ds <

c1

M2
,

i.e., (H4) holds.
Secondly, since ∫T

0
p(t)dt >

e‖q‖m−1
n

δm−1 ,

we can choose λ ∈ (0, 1) such that ∫T
0
p(t)dt >

e‖q‖m−1
n

λm−1δm−1 .

Letting c2 = λδ

‖q‖ 1
n

and c3 = 1
‖q‖ 1

n
, we have

∫T
0
p(s) inf

c26u6c3
ume−q(s)u

n

ds >
∫T

0
p(s)ds · cm2 · e−‖q‖c

n
3 > c2,

which means that (H5) holds.
Finally, letting ε = min

t∈[0,T ]
q(t), since

lim
u→+∞ u

me−εu
n

u
= 0 <

1

2M2
∫T

0 p(s)ds
,

there exists K > 0 such that for all u > K, there holds∫T
0
p(s)ds · ume−εun < u

2M2
.

Let c4 = max
{
M2K

m
∫T

0 p(s)ds+ 1, c3

}
. Then, (H6) holds, i.e.,

∫T
0
p(s) sup

06u6c4

ume−q(s)u
n

ds 6 max

{∫T
0
p(s) sup

06u6K
ume−q(s)u

n

ds,
∫T

0
p(s) sup

K6u6c4

ume−q(s)u
n

ds

}

6 max

{∫T
0
p(s)ds ·Km, sup

K6u6c4

∫T
0
p(s)ds · ume−εun

}
<
c4

M2
.

Thus, by Theorem 2.4, equation (2.5) has at least two positive T -periodic solutions since 0 is obviously a
solution to equation (2.5).
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Remark 2.6. One of the key assumptions in [12] is (translated in our notations):∫T
0
p(t)dt >

(
1
δ
− 1
)
· e‖q‖

m−1
n

δm−1 .

Here, (2.6) improves it to some extent (in the case of δ = e−
∫T

0 a(t)dt is sufficiently small).
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