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Abstract

This paper is concerned with the problem of the stability analysis for Takagi-Sugeno (T-S) fuzzy systems with interval
time-varying delay. The delay is assumed to be differential with interval bounds, and has both the lower and upper bounds
of the delay derivatives, in which the upper bound of delay derivative may be greater than one. By constructing some delay-
dependent Lyapunov functions, some stability criteria are derived by using the convex optimization method and new integral
inequality techniques. Utilizing integral inequalities for quadratic functions plays a key role in the field of stability analysis for
delayed T-S fuzzy systems, and some integral inequalities for quadratic functions are derived and employed in order to produce
tighter bounds than what the Jensen inequality and Wirtinger-based inequality produce. Then, less conservative stability criteria
are derived by using convex combination method and improved integral inequalities based on appropriate Lyapunov-Krasovskii
(LK) functional. Finally, several examples are given to show the advantages of the proposed results. (©2017 All rights reserved.
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1. Introduction

Stability is a central issue in dynamical system and control theory. A dynamical system is called stable
(in the sense of Lyapunov) if starting the system somewhere near its desired operating point implies that
it will stay around that point ever after [8]. Nonlinear dynamics are almost ubiquitous in physical and
engineering applications. The T-S fuzzy model [26] has been known to be a powerful tool because it can
represent the system dynamics of nonlinear systems [6]. It is well-known that time delay is a source of
instability or even oscillation and it often appears in engineering systems [6, 8], especially, the delay is
assumed to be an interval time-varying delay t(t), that is, T(t) € [hq, hy]. Therefore, stability analysis for
T-S fuzzy systems with interval time-varying delay is of great significance both in theory and in practice.
As a result, the stability analysis and control synthesis for fuzzy systems with interval delay have been
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investigated in the past few decades, see [2—4, 7, 9-13, 15, 17, 18, 21, 22, 24, 25, 27-29, 31, 32, 34] and the
references therein.

In the field of stability analysis, finding integral inequalities for quadratic functions plays a key role in
the conservation of the stability conditions. There have been many approaches in the literature based on
various mathematical tools such as (improved) Jensen inequality [1-4, 7, 15, 17, 18, 21, 24, 25, 29, 32, 32],
free-weighting matrix method [13, 17, 29], reciprocally convex approach [16, 31-33] and fuzzy-weighting-
dependent Lyapunov function method [7, 28, 31, 34]. Recently, a delay partitioning approach has been
proposed to further reduce their conservatism, see [1, 2,7, 11, 14, 18, 20, 31, 32, 34] and references therein.
Yang et al. [31] proposed an improved delay partitioning approach to stability analysis of delayed T-
S fuzzy systems. More recently, Zeng et al. [32] improved delay-dependent stability criteria for T-S
fuzzy systems by a novel LK functional based on the idea of combining delay-decomposition with state
vector augmentation and reciprocally convex approach, but the reciprocally convex method still has some
conservatism according to the results in [33] and the decomposition approach is complicated [8].

Analyzing the conservatism of the Jensen inequality has been presented in [5] using the Gruss in-
equality, and an alternative inequality reducing the gap of the Jensen inequality has been proposed in [23]
based on the Wirtinger inequality. Furthermore, compare to the Jensen inequality and Wirtinger inequal-
ity, a novel integral inequality so-called Bessel-Legendre (B-L) inequality has been developed in [24]. Very
recently, some auxiliary function-based integral inequalities have been obtained and applied to stability
analysis for time delay systems [17] which cover the Jensen inequality and the Wirtinger-based integral
inequality. However, inequalities in [23, 24] only deal with single integral terms of quadratic functions
while upper bounds of double integral terms can also be estimated if triple integral terms are introduced
in the LK functional to reduce the conservatism [17]. Moreover, B-L inequality has only been applied
to stability analysis of the system with constant delay [24] while the delay in [17] is assumed to be the
fast time-varying delay. Utilizing the line-integral Lyapunov function and Wirtinger-based inequality in
[34], less conservative conditions are obtained for time-delay T-S fuzzy systems by applying the fuzzy
function approach [2] and the discretization technique [8], but the delay is assumed to be constant delay
case. Therefore, there exists further room to investigate the upper bound of the time-derivative of the LK
functional [1, 2, 7, 12, 13, 17, 18, 20-25, 27, 31-34], which motivates the present study.

We notice that delay-decomposition and (Jensen’s) integral inequalities of stability analysis for systems
with interval time-varying delays have not been investigated before as LMI-based cooperative optimiza-
tion problems. Furthermore, all existing studies are on static delay partition which requires one delay to
two equal subintervals or N-subintervals delay, or (improved) Jensen’s inequality which has some con-
straint, that is, the Jensen gap in [5] is greater than a positive lower-bound [17, 23, 24, 34]. Our study
in this paper makes some initial attempt to stability analysis for interval delayed T-S fuzzy systems. Al-
though our modeling is for the T-S fuzzy systems with interval time-varying delays [12, 21, 22, 27], it is
also applicable to the uncertain systems in terms of [1, 18] and the networked control systems [3, 15, 19],
while the proposed results can be extended to H,, control [3, 15, 22, 27].

Our contributions in this paper are summarized as follows:

(1) A new delay-dependent LK functional is constructed by developing a new delay-fractional-dependent
partitioning approach.

(2) Based on Lemma 2.2, a tighter upper bound of the cross terms in the time-derivative of the LK
functional is estimated by utilizing suitably convex combination technique, and then overall LMI-
based sufficient conditions are derived without introducing any free-weighting matrices based on the
Leibniz-Newton formula. Moreover, the proposed results depend on a delay decomposition tuning
parameter 6, and both the lower and upper bounds of delay and its derivative.

(3) Some triple terms in LK functionals are included, and the utilized state-augmented vector is extended
to double integral terms, and then some integral inequalities in Lemma 2.3 give much tighter upper
bounds than those obtained by Jensen inequality and Wirtinger-based inequality, especially for the
estimation of double integral terms in the derivation process. Therefore, the resulting stability criterion
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in Theorem 3.1 is much less conservative than the ones based on Jensen inequality and Wirtinger-based
inequality.

(4) Less conservatism than some existing ones is shown by some numerical examples, and the present
results can be applied and effectuated to the case in which d, > 1 (or fast time-varying delay in some
existing ones).

Motivated by the above work, the aim of this paper is to study the problem of stability analysis for
T-S fuzzy systems with interval time-varying delay by combining the delay-dependent LK functional ap-
proach with some new integral inequalities [17]. Firstly, we construct a novel delay-fractional-dependent
LK functional included with some triple integral terms by developing a variable delay decomposition
technique, in which the integral interval [t —hy, 0] is decomposed into [t —hy, t —T(t)], [t —T(t), t — d7(t)]
and [t —d1(t),t —dhyl, [t —Ohg,t] with 0 < & < 1 as a tuning parameter. Secondly, compared to the
Jensen inequality and Wirtinger-based inequality, the present inequalities have extra terms which can help
to obtain much tighter bounds in the derivation process. Then, some less conservative delay-derivative-
dependent stability criteria are derived by employing convex optimization method in terms of linear
matrix inequalities. The proposed results depend on a tuning parameter 5, and both lower and upper
bounds of time derivative of the delay. Finally, some numerical examples are used to compare with some
previous results and demonstrate the merit of the proposed method.

2. Problem formulation

Consider a nonlinear system with interval time-varying delay via T-S fuzzy model, which can be
described as follows:
Rule j : If 01(t) is Nj; and ... and 0, (t) is Njp, then

X(t) = Ajx(t) + Agx(t—1(t)), @.1)
x(t) = d(t),Vt € [~hyp,0,j =1,2,...,1, '

where 0 < hy < 1(t) < hyp, and x(t) is the state vector; 01(t), 02(t), ..., 0p(t) denote the premise variables
while Nj1, Nja, ..., Nj, represent the fuzzy set. The system coefficient matrices are constant real matrices
with appropriate dimensions, where j = 1,2..,r and r is the number of IF-THEN rules. The initial
function ¢(t) € W, where W is the space of absolutely continuous functions ¢ : [~hy,0] — R™ with the
square-integrable derivative and with appropriate norm.

The delay T(t) is assumed to be time-varying delay as a differentiable function, satisfying

0 <hgq <71(t) < hp, and dy < (t) < dy,

2
where hg,hy and dy,d; are some given values. For simplicity, we denote T = hy, —hg , 70 = %,TS =
(h-bfhcl)2
e,

The fuzzy system (2.1) is supposed to have singleton fuzzifier, product inference, and centroid de-
tuzzifier. The final output of the fuzzy system is inferred as the following;:

x(t) = A(t)x(t) + A (t)x(t —T(t)), 22)
x(t) = ¢(t),Vt € [~hy, 0], '
where
At) =) hi(B(t)A;, Ac(t) =) hj(0(t))Aq
j=1 j=1
with h;(0(t)) = %, Hk 1 N5 (0 (1)), Nji(0x(t)) is the membership function of 0y (t)

(6(t)
in Nji. Here p;(6(t)) >0, and Z) 1h o(t)) = 1.
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The purpose of this paper is to find new stability criterion using new delay-decomposition and bound-
ing techniques, which is less conservative than the existing results. Such a criterion may be used to
compute the tolerable delay bound hy, for given hq or vice versa.

To end this section, we introduce the following lemmas which are useful in stability analysis for the
T-S fuzzy systems.

Lemma 2.1 (Moon et al. [14]). The following inequality holds for any a € R™e, b € R W € RMaxTp,
X € RMaXMe Y € RMaXM gpd 7 € RMoxMe

-
o T al | X Y=W]| |a
2w [PV

where [1( } > 0.

Indentation on Lemma 2.1, we have the following integral inequality for quadratic integral terms.

Lemma 2.2. Let x(t) € R™ be a vector-valued function with first-order continuous-derivative entries. Then, for
any matrices M,N € R™X", Z € 22" and some given scalars 0 < 11 < Tp, and A(s) = A(s)T € R is
linear function in s € [dy, dpl, the following integral inequalities hold:

1) When 1y, 1 are time-varying, h = 1 — 11 := h(t) > 0, and A(s) is any symmetric matrix,

t—my . T T T i
—L_TZ <T(0)A(s)x(0)dO < [’;g_:ﬂ {[MJ;M _I]\\]AfET] +hZ} [’;&_:ﬂ 2.3)

L IA(s) Y

wzth[ N 7

2) When Ty, T2 are time-varying, h = 1o — 11 := h(t) > 0, and A(s) is a constant positive-definite matrix, that is
A(s) = A,

]>O,andY: M NJ.

—Jt_Tle(e)/\x(e)de . {x(t—q)r{ [M+MT —M+NT}

t—1, x(t—17) * —N-—NT
(2.4)
Ml 1T NT x(t—m1)
th M AT MT NT] } L«(t—m .
Proof. From the Leibniz-Newton formula,
t—1
O:X(t—Tl)—X(t—Tz)—J x(0)do.
t—1o
So, the following equation holds for any W;, W, € R™*™:
t—1
0=2["(t—1)W] +x"(t —12)W3 I[x(t — 1) —x(t —T2) — J x(0)de]
t—1o
T t—7T T T
L [xe=T) ] W o [xt=1)] x(t—1)] [W]T.
=2 I:X(t—’tz):| [WZT [I I] x(t—17) 2 oo, [X(t—T2) W2T %(0)do.
. . y _x(t=m)| .
Using Lemma 2.1 with a :=%(6) and b := [x(t B Tz)] yields

t—1 X(t_T]) T WT - t_Tll '
_ZL_TQ [X(t—Tz)] [Wﬂ x(0)d® <L_TZ % (B)A(s)x(0)de
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t—)] MT=W] o Pt —)
t—TZ)] {NT—WZT} [ _] [X(t—’fz)]
T

4o M
x(
X(t Tl) X(t — Tl)
h L(t - Tz)} g [x(t —m)|
So, combining with the above inequalities, we get the following inequality

t—1; - T T - B T B
_LTZ xT(8)A(s)x(0)d0 < 2 [i&g] mT] 1 -1 [i&:ﬁ] +h m::ﬂ z Kggﬂ 2.5)

So far, a simple rearrangement for (2.5) yields (2.3). Furthermore, when A(s) is a constant positive-definite
matrix A(s) = A, we define Z:= [T]\\lAT] A~1[M  N]J. Since that the following equation holds

AY A Y T g

[* z} = L YT/\lY] =6 620,

e : : : : .
0 0 ], and Y = [M N], the integral inequality (2.4) is true. This completes the

proof. O

where G = [

Lemma 2.3 (Integral inequalities, Park [17]). Let x(t) € ™ be a vector-valued function with first-order
continuous-derivative entries in t € [a,b]. Then, R > 0, R € R™*™, the following single and double integral
inequality holds:

b
1
—J xT(s)Rx(s)ds < - AlTRAl—b3 AZTRAz—bS ATRA;,

a —a —a —a

b b
—J J % (s)Rx(s)dsd® < —2A] RA, — 4AIRAs,
aJO

b r0
—J J % (s)Rx(s)dsd® < —2AJRA¢ —4ATRA;,

aJa

where

A1 =x(b) —x(a),

b
Ay =x(b) +x(a) — 2 J x(s)ds,

aJo
1 b
Ag = x(a) — x(s)ds,
b_aJa
4 b b b
Ay =x(a) — x(s)ds x(s)dsd®.

3. Main results

This section aims to develop a novel delay decomposing approach for stability analysis of T-S fuzzy
system (2.2).
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Firstly, we divide the delay interval [0, hy] into four segments: [0, dhq], [Bhq, 0T(t)], [dT(t), T(t)], and
[T(t), hpl, 0 < & < 1. For the sake of convenience, we denote
E(t) :=col { x(t) x(t—1(t)) x(t—0dhg) x(t—0t(t)) x(t—ha) x(t—hp) x(t—25&t(t)) &f(t) },

Eo(t) :==col { ft h, X(s)ds ﬁ : ];(“ x(s)ds ﬁ Ifﬁit)x(s)ds

ha ha
}T%lffha IHGX s)dsdo (T(t_ zf ﬁ+e x(s)dsd0 (hb zf hb t+e Yx(s)dsd® }

and e;, (i=1,2,..,,13) are block entry matrices, for example, e;=[I 0 0 0 0 0 0 0 0 0 0 0 0].
For the T-S fuzzy system (2.2), based on the Lyapunov stability theorem, we will give some stability criteria
by constructing a new LK functional and using a novel delay decomposition approach as follows:

Theorem 3.1. For given scalars 0 < hq < hy, di < dp, and 0 < & < 1, satisfying dd, < 1, the T-S fuzzy system
Pu Po ] >0with Py >0, (1=1,2),

*  Pig
Ps >0, Q; >0,R; >0,S >0, (j =1,2,3,4), R > 0, and any matrices © = [O4l3x3, Zj = [Z:;l ?2},
i3

(1=1,2,3), My, Ny, (i =1,2,3,4) with appropriate dimensions such that the LMIs in (3.1)-(3.4) when t(t) — hq
and T(t) — hy, hold, forany 1 =1,2,...,r

(2.2) is asymptotically stable if there exist real symmetry matrices Pt = [

2u(t(t), dy) < 0 and Zy(t(t), d2) < 0 (3.1)
with
dRs+(1—d)Rs M2 Nof] _ (3.2)
N Z3 ] =Y, :
iRy + (8 —1)diRs + (1= 8di)R2  [Ms Na]] _ (3.3)
. ZZ ] = U, :
iRy + (5~ DdiRs —8diRa + R [Ms NaJ] _ 0y 5 (3.4)
* Z Y " '
and
RS; ©
[ * RSJ >0,
where

Zu(T(t), t(t) = C050C0+C1T (t(t) 2+ & P(T(t)) &1 + (1 —8t(1) [¢f P(T(t))Cs + G4 P(T(t)) & — e Psey]
+4f |5 (Pl )} —{2(e1 —eg) "S1(eq — eg) +4(e1 +2eg —3e11) " S1(e1 +2es — 3eqq)
+2( 8—65)T5 (eg —e5) +4(es — 4eg +3e11) ' Sa(es — 4eg + 3eq)

+2(e5 —e9) ' S3(e5 — eq) +4(es +2e9 — 3e1n) ' Sz (es + 2e9 — 3ern)
+2(e2 —e10) "S3(ea — e1g) +4(ea +2e10 — 3er3) ' Sz(e2 + 2e10 — 3eg3)
+2(e9 — e2) " Syleg — €3) +4(e —4eg + 3e1s) " Sy(er —4eg + 3err)
+2(e10 — e) " Sale10 — e6) + 4(es — 4e1g + 3e13) T Sules — 4e1o + 3ers) }

+ef Qrer +e3 (Qa—Qi)es+ (1—5t(t))ed (Q3 — Qa)es + (1 —(t))es (Qs — Qz)ex — ed Qqes
T
R T

.
+ M {MNy + (1 —8)T(t)Z3} M
() (]
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T T
+ M {MN; + 5(t(t) — ha)Za) [63] n [el} {MNy + ShaZ;} M vy
ey €4 €3 €3

YT dlag{Rs,3RS,5RS} C) T
diag {Rs,3Rs,5Rs}
[ e5—62 €5+€2—2€9)T (65—€2+6€9—6612)T

x(ex—eg)'  (ex+e—2e10)" (62—66+6610—6613)T},

o Mk-i—M{ —Mk—FN{ o
MNk_ I: —Nk—N{ /(k_1/2/3/4)/
P(t(t)) = T(t);h“ pt Mo =T g2

T
RS, = diag {Rs +S4 3(Rs+S4) 5(Rg+ 54)},

Zo = Ps + 8haRy +8(t(t) —ha)Ra + (1 = 8)T(t)Rs + (hp — T(t))Rs + 7051
+ T0S2 + TsS3 + Ts S4 + TR, (3.5)

& =Arer +Aqey, & = (Z) &= <£O> £ = <£7> '

Proof. Choose the following delay-dependent LK functional:
V(t/ Xt, Xt) — Vl (t/ Xt, Xt) + V2 (t/ Xt, Xt) + V3 (t/ Xt, Xt) + V4 (t/ Xt, Xt )I (36)

where x; denotes the function x(s) defined on the interval [t — hy, t], and

T t
vl(t,xt,xt)z[ "(”()J p(m))[( x(t }+J %7 (s)Psx(s)ds,

x(t—ot(t x(t—01(t)) 5 (t)

t)—h hpy —T(t
Plr(t)) = T " Papr o) py
T T
t t—5hq
Vo (t, x¢, %t ) :J s)Q1x(s ds+J XT(S)sz(s)ds

t—6ha t—57(t)

t—ot(t) t—t(t)
—I—J XT(s)ng(s)ds—i—J xT(s)Qux(s)ds

t—(t) t—hy

0 t dhg t
Vs (t, x¢, %t ) :J J XT(S)Rlx(s)dsdG—i—J J %" (s)Rox(s)dsd®
dhy Jt+0 —ot(t) Jt+o

5t(t) pt —1(t) pt
+J J xT(s)Rgx(s)dsde+J J %" (s)Ryx(s)dsd®,

(t) Jt+o hy Jt+0
0 0t t
Vi (t, x¢, %¢) :J J J XT(s)Slk(s)dsdAdG—i-J J J $)Sox(s)dsdAdo
ha JO Jt+A t+>\

hq rt
J XT(s)Sg,?‘c(s)dsd?\dG—FJ J J s)S4x(s)dsdAdo
t+A hy t+)\

—ha —
]
—hy JO
haq rt

+TJ J %7 (s)Rsx(s)dsd8,

—hy 0
. Pil P
w1th[* Pis

symmetry matrices.

] 0 with Py1 >0,(i=1,2),Ps >0,Q; >0,R; >0,S; >0, (j =1,2,3,4), Rg > 0 being real
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Note that the function P(t(t)) is continuous in t , and lim(¢)_,1,P(T(t)) = P2 and lim.(¢)n, P(T(t)) =
PL. In the following [9], we define the derivative form as

V(t,x¢, %¢) = lim sup % [V(t+s,Xtrs, Xers) — V(L xe, %)l
s—0t

And then we are seeking for conditions guaranteeing that V(t,x;) < —e||x(t)||* for a sufficiently small
e>0.

: N T I x(t) x(t) 17 x(t)
Vl(t’xt’xt)_{x(t—&(t))] P(e(t) {x(t—wt))]*L(t—z‘n(t))] P(e(t) L‘c(t—&r(t))]
x(t) T x(t)
+ Lc(t—&t(t))] Pe(t) [ (t—5(t ))]
+ % ()Psx(t) — (1 — dt(t))x " (t—T(t))Psx(t —T(t)) (3.7)
= T { QI Psto+ (PG + P0G
+ (1= 8t(t)) [¢] P(e(t))Cs + G P(t(t)) 1 — e Psee]
t(t)
0 |ty | @0 G0 = Altler + Acttles,

Va(t, xe, %) = & (t) {e] Qrer +e3 (Qa — Qi)es + (1—8t(t))ef (Q3 — Q2)es

3.8
(1= ()] (Qs — Qs)ez — el Qaes} £(1) 9
) t—t(t)
v_o,(t,xt,xt)=a(t)cazoocoa(t)—j ATsRak(s)ds
t—hyp
rt—oT(t)
— " %" (s) [t(t)Rg + (1 —(t))Rs] %(s)ds
Jt—7(t
s, (3.9)
— %7 (s) [t(t)Rg + (6 — 1)t(t)Rs + (1 — &t(t))Ry) %(s)ds
Jt—561(t)
rt
— %7 (s) [t(t)Ry + (6 — 1)%(t)Rs — 81 (t)Ry + Ryl x(s)ds,
Jt—bh,
0 t
Va(t, xe, %) = %' (t )[Tosl—i-ToSz]X(t)—J J %" (s)S1%(s)dsdo
hq Jt+0
0 t+6
J J %7 (8)So%(s)dsdO +x " (t) [TsS3 + TsSal %(t)
hq Jt—hg
—hq pt—hg —hq t+06
—J J XT(S)S3X(s)dsd6—J J %" (s)Sax(s)dsdo
—hp Jt+0 —hy, Jt—hy
t—hg t—T(t)
+ % (t) [PRs] x(t) —TJ %7 (s)Rsx(s)dsd0 —TJ %" (s)Rsx(s)dsdo
t—(t) t—hy
0 t
= {§ [10S1 +7T0S2 + TsS3 + TsSa + TR CO—J J xT(s)S1%(s)dsdo (3.10)
hq Jt+0

0 t+6 —hq t—hqg
—J J XT(S)Szk(s)dsdB—J J %" (s)S3%(s)dsdo
hq Jt—hq —7(t) Jt+06
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—1(t) pt—r(t) t—hq
—J J xT(s)S3%(s)dsdO — (hp —T(t))J xT(s)S3x(s)ds
—hy t+06 t—(t)
—ha t+0 —1(t) pt+6
—J J XT(S)S4x(s)dsd6—J J %" (s)Sax(s)dsdo
—1(t) Jt—(t) —hyp t—hyp
t—1(t) t—hq
—(T(t)—ha)J xT(s)s4x(s)ds—fJ xT(s)Rsx(s)dsdo
t—hyp t—T(t)
t—1(t)
—TJ xT(s)Rgx(s)dsdo,
t—hy
where (1, (, (3 are defined in (3.5) and Zgg = dhqRy + 8(T(t) —hg)Ro 4+ (1 —8)T(t)R3 + (hp — T(t))Ry.
Using Lemma 2.2, one can get the following inequalities
() , xt—t®) 1" ([ My +MT —M; +NT
_L_hb X (SIRek(s)ds < [ X(t—Tp) } {[ o NN ]
Mi ] oq[ My ]| T xlE— (1)
th_ﬂt))'[ Ni ]R‘ll{ N; ] }[ X(t —hy) }
T . ; (3.11)
:E,T(t) e Mi+M; —M;+ Ny
es * —N; —N/
T
+(hb—T(t))-[ﬁf]Rﬁ{%§] [:”a(t),
t—ot(t)
| AT R (1 ()Rl () ds
t—T(t)
x(t—8t(t) 1" ([ Ma+MI —My+NT x(t — 8t(t))
<[ xlt— () ] {[ i 2 —Nz—Nf ]4—(1—5)’[(‘()23}[ X(t— (1)) } (3.12)
T
B es Mo+MJ —My+NJ ey
e {[ oMM RN sz | o ]}a(t),
with T(t)Ry + (1 —1(t))R3 [ M, N, ] :| >0
* Z3 -
Similarly, we have
t—0hg
—J %7 (s) [t(t)Ra + (6 — 1)H(t)Rs + (1 — &1(t))Ro] X(s)ds
t—ot(t)
x(t—8ha) 1" ([ Mg+ MI —Mjz+NT x(t — 8hyg)
< [x(t—&t(t)) ] {[ N }*5““)_‘1“)22} [ x(t— 5t(t)) } (3.13)
T
_ es Ms+MI —M3+ NI es
S {[ R | RS oate N FECCRREA B ]}a(t)
and
— Jt XT(S) [t(t)Rg + (6 — 1)1 (t)Rg — 6T (t)Ry + Ry x(s)ds
t—dhg
T T T
< [X( xt) ) ] {[ Ma+M, =Myt Ny ]+5hazl} [ y x(t) } (3.14)

* —Ng—NJ t—08hq)

T T _ T
ZE,T(U{[ er ] H My + M] _’]\\l/ljjsé } +6hazl} [ 2 ]}E(t),

*
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with
|:’f(t)R4+(6—1)T(t)R3+(1—5T(t))R2 [ Mz N3 ] :| >0

* Z

and
T(t)Ry+ (8 —1)t(t)Rs — 8t(t)Ra+ Ry [ My Ny | -0
* Zl = 4
respectively.

Moreover, using Lemma 2.3 to (3.10) can yield the following inequality

0 t
V4(t,Xt,Xt) = (:g [1081 4+ 19Sy + TsS3 + TSy + ’szs] Co— J J XT(S)Slfc(S)dee
ha

t+0

r0 t+-0 ha rt—hg
— J XT(S)SZX(s)dsde—J J %' (s)S3%(s)dsdo

J—hq Jt—hq —1(t) Jt+6
r—(t) Jt—T(t) t—hq

%' (s)S3%(s)dsd0 — (hy — (1)) J %' (s)S3%(s)ds

t—1(t)

r—ha t+6 —1(t) pt46
— J XT(s)S4k(s)dsd9—J J %' (s)S4x(s)dsdO
J t—r(t) —hp Jt—hy

Johy Jtro

t—1(t)

() — ha)J £7(s)Syx(s)ds
t*hb
t—hg t—1(t)
—’EJ %' (s)Rsx(s)dsdo —TJ %' (s)Rsx(s)dsdo
t—1(t) t—hy,

< Cg |:T081 + 1052 + TsS3 + TsS4 _I_TZRS] Co
—&T(t) {2(61 —eg)"S1(e; —es) +4(eq +2es — 3e11) " S1(er +2es — 3eqy)

es —es5) ' Sy(eg —e5) +4(es —4eg +3e11) ' Sy(es —4eg + 3eqy)

es—e9)' S3(es — eg) + 4(es + 2e9 — 3e1n) ' Sa(es + 2e9 — 3eq)

eo —e5) Su(eg —er) +4(ex —4eg + 3e1n) " Sy(er — 4eg + 3epn)

+2(
+2(
+2(ex —eq0)"S3(e2 — e1g) +4(ex +2e19 — 3e13) ' S3(ea + 2e10 — 3e3) (3.15)
+2(
+2(

e10—e6)' 54(610—66)+4(€6—4€10+3€13) Si(es —4eqo +3eq3)
+ (o — V) (€5 —e2)"Sa(es — e2) +3(es + 2 —2e9)"S3(es + €2 — 2e9)

+ 5(e5 — ey + 6eg — 6612)TS3(65 —ep+ 6eg — 6612)}

+ (g — 1) [(e2— e6)"Sales — e6) + 3(ea + €6 — 2e10) Sale + e — 2e10)
+ 5(ex — e + 619 — 6e13) ' Sy(ex — eg + b6e1g — 6e13)}

+ e [(65 —e2)"Rq(es — e3) +3(es + ez — 2e9) 'Ry (€5 + €2 — 2¢9)

+ 5(es — ex + 6e9 — 6e12) Rs(e5 — ey + 6eg — 6e12)}

+ i m [(ez —e6) ' Rs(e2 — €6) +3(e2 + €6 — 2e10) ' Rs(e2 + € — 2e10)

+ 5(ep — eg + 6e19 — 6e13) ' Rs(er — eg + 6e1g — 6613)} } E(t).
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Let us define o =

t(t)~ha o  he—1(t)
b=

. Employing the reciprocal convexity lemma in [16], we have
—&7(0) { 7y [(e2— @) "R e2 — e6) +3(ez + e — 2e10) "Ry (€2 + €6 — 2e10)

+ 5(ez — eg + 6e19 — 6e13) ' Rg (e — e + 6e19 — 6613)}

+ (oo — V) [(65 —e3) " S3(es — e3) +3(es + €2 —2e9) ' S3(es + €2 — 2eo)

+ 5(es — ey + 69 — 6e12) ' S3(es — 2 + 6eg — 6e12)}

+Em -1 [(ez —eg) " Suler —eg) +3(e2 + €6 —2e10) ' Saler + e — 2e1p)

v—T(t)

+ 5(ep — e + 6€19 — 6613)TS4(€2 —eg + 6e1p — 6613)}

+ oo [(65 —e2) " Rq(es — e2) +3(es + €2 — 2e9) " Ry (e5 + €2 — 2¢9)

(3.16)
+ 5(es — e + 6eg — 6612)TR5(€5 — ey + 6eg — 6e12)} } E(t)
_ 1Ty (e5 —e2)" (Rs + S3)(es5 — e2) + 3(es + 2 —2e9) T (Rs + S3) (e5 + €2 — 2e9) £(t)
o +5(e5 — ep + 6eg — 6e12) T (Rs + S3)(e5 — ex + 6e9 — 6e12)
15Ty (e2—e6) T (Rs 4 S4)(e2 —e6) +3(ea + €6 — 2e10) " (R + Su)(e2 + 6 — 2e1) £(t)
B +5(e; — e + 619 — 6e13) ' (Rs + S4)(e2 — e + 6e19 — 6e13)
(e5 —e2)TSs(es — e2) +3(es5 + 2 —2e9) T S3(e5 + e — 2e9)
—I—ET(’E) +5(€5*€2+6€9*6€12)TS3(€5*€2+6€9*6€12)+ é(t)
(e2—e6)"Sa(ex — e6) +3(ex + €6 —2e10) " Sule2 + e — 2eq)
+5(€2 —ep + 6610 — 6613)TS4(€2 — e+ 6610 — 6613)
< —ET(HYE(),
It follows from (3.7)-(3.16) that:
Vit xe, %) < ET(H) [2(t(t), T(1)] &(1), (3.17)

where

[

(t(t),t(t) =

Z00 + Ps + T0S1 + T0S2 + TsS3 + TsSa + TR ) Lo + ¢ P(T(1)) 2 + 4 P((t)) &a
—5t(0) [ P(x(t))s + IP(T(1) &1 — ef Poe] + ][RP —PY)| &

_

—32(e; —eg)"Si(e1 —es) +4(es +2es — 3ey1) ' Siler + 2es — 3eqq)

{

2(es —es5) " Sa(es — es5) +4(es —4deg +3er1) ' Sa(es —4deg + 3eqr)
2(es —e9) " Sz(es — e9) + 4(es + 2e9 — 3eqn) ' S3(es + 2e9 — 3ep)
2(ex —e10) ' Salea — e1p) +4(e2 + 2e10 — 3e13) T S3(e2 + 2e10 — 3ers3)
2(eg —€2) " Sa(eg — en) +4(ex —4eg + 3ern) ' Su(e2 — deg + 3ern)

+2(e10—e6) " Sy(e10 — eg) +4(es — 4e1g + 3e13) ' Syles —4eqg + 3e13)}
+ef Qier +e3(Q2— Q1)es + (1—5t(t))es (Q3 — Qa)es + (1—(t))e; (Qa — Qz)ez — €3 Qqes

e
e T M e
+[ez] {MN1+(hb—T(t))[N11]R4—1[M1T NI]}[ez]

€3

]
] oans ot - najza) | |

.
] {MN, + (1—6)”((’()23}[ Z } + [
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.
+ { “ ] {MN4+5hazl}[ “ ]—w
€3 €3

and () = A(t)e; + A.(t)ey, and the other denotations are defined as (3.5), with (3.2), (3.3), (3.4) hold.

In addition, if Z(t(t), t(t)) < 0, then Zy (t(t),T(t)) = =(T(t), (1) ‘T —a, <0,(k=1,2).

Note that Z(t(t), (1)) = % T;j) Z1(T(t), (1) + T 155 (t(t), £()), and then Z(t(t), %(t)) are convex
in T(t) € [dl, dz].

So far, we can conclude that asymptotically stability of the T-S fuzzy system (2.2) is guaranteed if

[

(t(t),dy) < 0 and =(7(t),d;) < 0. (3.18)

Since this uncertain parameter appears linearly in (3.18), the uncertain set can be described by a
polytope [8]. The vertices of this set can be calculated by setting the parameter to either lower or upper
limit. Then, for given 0 < hy < T(t) < hy, since d; < t(t) < da, Z(T(t),t(t)) < 0 holds if (3.18) is
true, and then (3.17) is true. Furthermore, following [9] based on convex combination method, for T-S

N

fuzzy system in the form of (2.2), (3.1) implies Z hi(0(t))=1(t(t),d1) < 0and Y hy(0(t))=i(t(t),d2) <O,
1=1

which is equivalent to (3.17). By using Theorem 3 1in [9], from the above process, if the LMIs in (3.1) are

feasible, the T-S fuzzy system (2.2) is asymptotically stable. This completes the proof. O

Remark 3.2. Unlike the complete Lyapunov functional method in [7, 10] and the delay partitioning tech-
nique in [11, 32], in this paper a Lyapunov-Krasovskii functional containing the variable delay-partitioning
tuning parameter 0 < & < 1 is constructed, which means that different delay-partitioning tuning parame-
ter 0 < 6 < 1 can obtain different LMI-based stability condition. Our derivation towards Theorem 3.1 also
adopts some newly developed integral inequalities (Lemma 2.3) in [23] while the present result is derived
by some appropriate integral inequalities in Lemma 2.2. The key is that the double integral inequalities
in Lemma 2.3 give much tighter upper bounds in Egs. (3.15) and (3.16) than those obtained by Jensen
inequality. Therefore, the resulting stability criterion in Theorem 3.1 is much less conservative than the
ones based on Jensen inequality.

Remark 3.3. It is worth pointing out that in the case that d; < 1, it is clear that less conservative stability

criteria can be derived by introducing the term ff?l xT(s)Qrx(s)ds with hy < 1(t) < hy in the existing
literatures. However, in the case that d; > 1.0, it can be seen from [2, 10, 12, 13, 18, 20-22, 25, 27, 30, 32, 34]
that this term has no help for deriving less conservative stability criteria while the present results can
work.

The utilized state- augmented vector &(t) includes newly proposed double integral terms such as
& [ Jiiox(s)dsde, e Rl e [iie® x(s)dsdo, T j hb vt x(s)dsde. In addition,
we introduced the mtegral terms w1th Varlable delay- partltlonmg tuning parameter & satisfying dd, < 1

T

x(t) x(t) - 51
x(t— 57(t) ] P(r(®) [ x(t—&t(t)) |7 It
resulting relations in (3.6) are well employed and the stab111ty criterion is given in the form of LMIs. Such
a feature leads to less conservative results compared to the existing ones.

When we set Q; = Q2 = Q3 = Q4 = Q and R; = Ry = R3 = Ry = R, furthermore, we set P! = P2, and
Pi» =0, Piz = 0, Theorem 3.1 reduces to the following corollary.

such as [ xT(s)Qsx(s)ds, J‘IiéT(t)XT(S)P‘SX(S)dS. All the

Corollary 3.4. For given scalars 0 < hq < hy, dy < do, and 0 < & < 1, satisfying ddy < 1, the T-S fuzzy system
(2.2) is asymptotically stable if there exist real symmetry matrices P > 0, Ps > 0, Q; = Q >0, Ry = R >0,
S; >0, (j =1,2,3,4), Rg > 0, and any matrices © = [Oy],, 5 Zj = ZE 2; , G =1,2,3), M, Ny,
(i=1,2,3,4) with appropriate dimensions such that the LMIs in (3.19) when t(t) — hq and t(t) — hy hold, for
anyl=1,2,--- 7

[

UT(t),d;) <0 and Zy(7(t),dp) <0 (3.19)
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with (3.2), (3.3), (3.4) hold, and

RS; ©
[ * RSy } >0,

where the denotations are defined in (3.5) and

[T

(1), (1) = (§Z0lo + ¢ P1lo + 4 P1G1 — (1 — &t(t)) [ef Pser]

- {2(61 —es) ' Sy(eq —es) +4(e1 +2es — 3eq1) " Sy(er + 2es — 3eqs)
+2(es —es5) Sy(es —es) +4(es —4es + 3e11) ' Sa(es — 4des + 3er)
+2(es —e9) " S3(es — e9) + 4(es + 2e9 — 3e1z) ' S3(es + 2eg — 3ex)
+2(ex —e10) " Sz(ex — e1g) +4(ex + 2e10 — 3e13) ' Saex + 2e10 — 3e1s)
+2(eg — e2) " Sy(eg — e) +4(ex —4eg +3ern) T Sa(en — 4eg + 3ern)
+2(e10 —e6) ' Salern — eg) + 4(es — derg + 3eq3) 34(66—4€1o+3e13)}

+efQrer+e3 (Qa—Qi)es+ (1—8t(t))ef (Qz — Q2)es + (1 —(t))e; (Qs — Q3)ez — e3 Ques

ey 17 M e

+_ez- {MN1+(hb—T(t))|:N11:|R4_1[MI NI]}[QZ]
- 4T T

% MN,+ (1—5)’((‘()23}[ €4 } n [ € } [MN; + 8(t(t) —ha)zz}{ €3 ]
| e | () (7 €4
- 4T

| & {MN4+6hazl}[ €1 ] —y
| €3 | €3

when the lower bound of the delay is 0, that is, hq = 0, the interval team [0, 8hq] is missing, and for simplicity we
denote

£(t) := col { x( (t—T(t)) (t—é'f( )) (t—hb) X(t—ST( ) &olt) }
20( _COI{ .ft T(t hb T -.rt hb (T(i))z — -ft+9 )dee

2f t+e x(s )dee}

hbT

and &, (i=1,2,---,9) are block entry matrices, for example, & =1 0 0 0 0 0 0 0 0 |.

Theorem 3.5. For given scalars 0 = hgq < hy,dy < dp, and 0 < & < 1, satisfying ddy < 1, the T-S fuzzy

Pi1 P2 .
N Pis :| > 0 with Pi1 > 0,

(i=12),P5s>0,Q >0,R >0, (j =234),S5 >0,S; >0, Rs >0, and any matrices © = [0y, ,,

system (2.2) is asymptotically stable if there exist real symmetry matrices Pt = [

zZ, - [ “n ?2 ] G = 2,3), My, Ny, (i = 1,2,3) with appropriate dimensions such that the LMIs in (3.20)
j3

when t(t) — hq and ©(t) — hy hold, for any 1 =1,2,--- ,r

Oy

wt(t),dy) <0 and Z(t(t),dy) <0 (3.20)

with (3.2) and (3.3) hold, and
[ RS; ©

* RSy } >0,



J. An, X. Liu, G. Wen, J. Nonlinear Sci. Appl., 10 (2017), 1941-1959 1954

where

[}

L(t(t), t(t)) = & Z0o+ I P((t) a2+ & P(t(t) &

+ (1 8t(1) [T P((1) & + EP(r() & — el Pses] + T [T (P =P &
{2(61*66) 53(61*66)+4(61 +2€6*368)T53(€1 +266*368)
+2(e2—e7)T (62—67)+4(€2+2€7—369)T53(€2+267—369)
+2(66—62)T (66—62)+4(62—466+368)TS4(€2—4€6+368)
+2 (37—64)T (e7—e4)+4(e4—4e7+3e9)TS4(e4—4e7+3e9)}
+&] (Q2)ér + (1—8%(t))é3 (Q3 — Q2)és + (1 —t(t))e] (Qs— Q3)éx — & Qséy
r oA _T N
() . T ()
+ & {MNl—i-(hb T(t |: ] Ny ]} [ &
C e -T
+1 o | (MN2+ (1=8)r(t )23}[ ]
| €2 | &
IChE &
8] MNg e — )Zz}[ ; } ,
| €4 | €4
Yo dlag{Rs,3Rs,5Rs} C) p
diag{Rs, 3R, 5Rs}
T T
[ 61—62 (e1 + ey —2eg) (e1 — ex + 6eg — beg)

x(ex—eq)! (ex+es—2er)" (62—€4+6e7—6€9)T],

RS; = diag { Rs+S3 3(Rs+S3) 5(Rs+S3) },
RS4 = dlag{ Rs + S4 3(Rs + 84) 5(RS + 34) },
20 :=Ps +8(7(t) —ha)Ro + (1 — 8)T(t)R3 + (hy — T(t))Ry + TsS3 + Ts Sy + T°Rs,

S n S é n 2 n 0
Co=A1€1+AT162C1=<é;>, C2=<C(;)), CsZ(é5>-

Proof. Choose the following delay-dependent LK functional candidate as

V(t/ Xt, Xt) = Vl (t/ Xtr*t) + VZ(t/ Xt, Xt) + \73(t/ Xt, Xt) + \74(t/ Xt, 7.(‘t)/

where
R rt t—oT(t) t—1(t)
Valt, xe, k¢) = %" (s)Qax(s)ds +J xT(s)Q3x(s)ds +J %7 (5)Qax(s)ds
Jt—=5T(t) t—1(t) t—hy

0 t —6T(t) pt —1(t) pt
Va(t, x¢, %) = J XT(s)RZX(s)dsd9+J J XT(s)ng(s)dsdGJrJ J xT(s)Ryx(s)dsd0
J—5t(t) Jt+6 —t(t) Jt+6 —hyp t+6

r0 0 rt 0 0 t

Va(t, xe, %) = J J XT(S)S3X(s)dsd7\dG+J J J %7 (s)S4%(s)dsdAdO

J—hb 0 Jt+A hb hb t+A

0 t
+TJ J %" (s)Rsx(s)dsdo.
hy Jt+0

Then following the similar argument in the proof of Theorem 3.1, we can obtain the results. O
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Remark 3.6. Theorems 3.1 and 3.5 depend on the parameter 0 < § < 1 satisfying dd, < 1. Such variable
decomposition method may work when d; > 1, and then lead to reduction of conservatism if a suitable
dividing point with relation to  can be set. For seeking an appropriate 8 satisfying 0 < d < 1and 6dy < 1,
we use fminsearch in the Optimization Toolbox of MATLAB, and one can refer to [33].

Remark 3.7. It should be noted that the utilized Lyapunov-Krasovskii functional in Theorems 3.1 and 3.5
is identical/similar to that of [2, 32, 33]. The main difference is that in [2, 32, 33] the upper bounds of the
quadratic integral terms are estimated by (improved) Jensen inequality, while in Theorems 3.1 and 3.5 they
are conducted by the inequalities (3.11)-(3.14) which are derived from Lemma 2.2 and are estimated by
the inequalities (3.15) and (3.16), which are derived from Lemma 2.3. Meanwhile, they are not introduced
by some additional slack variables based on the Zero inequality, such as Newton-Leibniz formula. The
results from two approaches will be compared in the next section.

4. Numerical examples

This section gives three examples to demonstrate the effectiveness and reduced conservatism of the
proposed approach. For comparisons, we study T-S fuzzy system (2.2) with fuzzy rules investigated in
recent publications [1, 2, 10, 12, 13, 20, 21, 25, 27, 32, 33].

Example 4.1 (Example 1 of [13]). Consider a two rule system (2.2) with the following parameters:

21 0.1 ~-19 0 ~1.1 01 —09 0
AL = [ 02 —0.9 ] Az = [ —-02 —1.1 } A = [ 08 —09 ] P Awz = [ 1.1 —12 ]

and, h = 1—|—exp(i—2x](t))’h2 =1 —hy.

The purpose is to compare the maximum allowable delay bounds (MADB) of t(t) that guarantees the
asymptotic stability of the above system. To compare with the existing results in [1, 13, 32], we assume
that hq = 0. For given d; or mu, Table 1 gives the MADB on hy, obtained by various methods in [1, 13, 32]
and this paper. From Table 1, it can be seen that when the delay is time-invariant, i.e.,, d = 0, the
obtained results in Theorem 3.5 are better than those in [1, 13], while Theorem 3.5 can be complementary
with the results in Zeng et al. [32]. Furthermore, only the conditions provided in Zeng et al. [32]
are less conservative than the ones of Theorem 3.5 for slow varying delays. However for fast varying
delays, Theorem 3.5 becomes less conservative than the conditions from these articles. Meanwhile, it
can also be seen that the tuning parameter 6 may have a key effect on the reduced conservatism of
the proposed results, and different delay decomposition parameter and different lower bound of delay
derivative may yield different LMI, and then lead different MADB on hy, for guaranteeing the above
system asymptotically stable.

Table 1: MADB on hy, for various dp(hq = 0) for Example 4.1.

Method d=00 d,=01 d,=05 dr=1.1
Liu et al. [13] 3.290 2.710 1.750 1.440
Anetal. [1] (d1 =0) 3.765 3.023 1.784 1.450
Zeng et al. [32] 4.290 3.350 1.930 1.710

Theorem 3.1 (dy =0and 5 =0.8) 4.023 3.532 2.355 1.897
Theorem 3.5 (dy = —0.1and 6 =0.9) 3.813 3.395 2273 1.947

For d; = 0, hq = 1.0, by choosing various d; in Table 2, the MAUB on hy, of the delay are listed in
Table 2. Note that m=3 implies the number of delay decomposition. From Table 2, it can be seen that

(i) the obtained MADBs using Theorem 3.1 and Corollary 3.4 are greater than the ones using Theorem
3.5in [2];
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(ii) Corollary 3.4 can provide lower MADBs than Theorem 3.1 since Corollary 3.4 is a special case of
Theorem 3.1. Moreover, it is also seen that in the case d, > 1.0, some terms on the time-derivative of
the delay in this paper can work while those in the existing ones cannot help for deriving less con-
servative stability criteria, which is thus reduced to the unknown case, that is, the fast-varying delay
case. This feature shows the tuning parameter 0 plays a key effect on the reduced conservatism.

Table 2: MADB on hy, for various dy (hq = 1.0 and d; =0 ) for Example 4.1.

Method d; 0.1 0.3 0.5 0.7 1.0 1.1 1.2

An et al. [2] (m=3) 3286 2318 1.771 1.701 1.684 1.684 1.684
Corollary 3.4 (6 =0.8) 3597 2604 199 1714 1.686 1.695 1.682
Theorem 3.1 (6 =0.8) 3.622 2794 2267 1973 1.899 1901 1.893

As an example, we assume that t(t) = 1.906 + 0.906sin(3t/9.06). Clearly, 1 < 7(t) < 2.812 and
—0.3 < 1(t) < 0.3. Let 8 = 0.8, by applying Theorem 3.1 in this paper, we can obtain the following

solutions.
p_ [ 0.0182 0.0002 103 02501 —0.1280
=1 0.0002 0.0015 |’ 2= 0.0834 02129 |’
p. _ | 0.0184 0.0002 b 103 | 00449 —0.1747
2171 0.0002 0.0016 |’ 2= 0.1180 0.2397 |’
. _10-3| 18209 0.0072 [ 0.0352 0.0011
8= 0.0072 0.2004 |’ Q=1 00011 00013 |’
0, — [ 00270 0.0017 Qu =103 [ 3.8651 —0.0546 |
37| 0.0017 0.0017 |’ 4 | —0.0546  0.4371
5[ 1.3103 0.1539 5[ 25117 0.1025 ]
— 3 _ 3
Rz =10 | 01539 0.2129 ] Rs=10 | 01025 0.2662 |’
a3 02179 —0.0048 a4 09657  —0.0095 ]
SU=1077 oooas 00732 |0 2T | _00005 05582 |
a4 08900 —0.0277 4| 00501 0.0885 ]
S4=10 | —0.0277 0.0191 |’ Rs =10 | 0.0885 1.6600 |-

b _q10-3| 07602 —0.0077
B —0.0077  0.0660 |’
a3 | 11747 0.0081
P =10 [0.0081 0.1305 |’
Q, — [ 00305 0.0013
27| 0.0013 0.0014 |’
5[ 11306 —0.1176 ]
_ 3
Ri =10 | —0.1176 02227 |’
5[ 15895 0.1280
_ 3
Ry =10 | 0.1280 0.2219 }
6. _10-3 | 01882 —0.0072 ]
3T | —0.0072  0.0016 |’

Furthermore, with initial state condition ¢(t) = [—0.5,0.8]", Fig. 1 depicts the state responses of the

system, from which it is clear that the system is asymptotically stable.

Furthermore, we will give other examples to show the effectiveness and merit of nonlinear system via
T-S fuzzy models, and the proposed approach also yields less conservative than the existing results.

Example 4.2 (Example 1 of [18]). Consider the following time-delayed nonlinear system:
% (1) = 0.5(1 —sin®(8(1)))xa(t) —xa (t —7(t)) — (1 +sin®(8(t)))x1 (1),
X2(t) =sgn(|0(t)] — g) (0.9cos?(8(t)) — 1)x1(t — (1)) — x2(t — T(t)) — (0.9 4 0.1cos?(0(t)))x2(t),

which can be exactly expressed as a T-S delayed system (2.2) with the following rules [18, 20, 21, 25].

R ifO(t) is + g then x(t) = Ax(t) + A x(t —T(t)),

R%: if O(t) is 0, then x(t) = Ayx(t) + Apx(t —(t)).

The membership functions for rules 1 and 2 are h;(x;(t)) = sin?(x1(t)), ha(x1(t)) = cos?(x1(t)) with

the following parameters:
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Figure 1: State responses of the system for Example 4.1.

For various hq, the MADB on hy, for guaranteeing the above system asymptotically stable are listed
in Table 3. It is worth noting that in the case d, > 1.0, in the existing ones the delay are often limited as
the unknown case, that is, the fast-varying delay case, while the present results can work as before when
d> > 1.0. From Table 3, it can be seen that the proposed method yields less conservative that the exiting

literatures [2, 12, 18, 20, 21, 25, 27].

Table 3: MADB on hy, for varying hq with dp > 1 (or d; unknown) for Example 4.2.

Method hq, 0.4 0.8 1.0 1.2
Lien et al. [12] 0.8829 1.0677 1.1874 1.3181
Peng et al. [21] 1.0183 1.1817 1.2776 1.3816
Peng and Han [20] 1.18 1.31 1.37 1.43
Tian et al. [27] 1.2647 1.3032 1.3528 1.4214
An et al. [2] 1.277  1.311 1.358 1.419
Peng and Fei [18] 1.32 1.32 1.38 1.42
Souza et al. [25] 1.2836 1.3394 1.4009 1.4815
Theorem 3.1(6 =09,d; =0,dp =1.1) 1.6998 1.6561 1.6469 1.6413

Furthermore, to compare with the existing results in [10, 12, 13, 21, 32], we assume that h, = 0.
Using Theorem 3.5 yields MADB on hy greater than those in [10, 12, 13, 21, 32], which are listed in
Table 4. It is worth mentioning that the tuning parameter can play a key effect on reduced conservatism
of the proposed results, and the existing method in [10, 12, 13, 21, 32] can only mean the delay is not
differential, that is, the time-derivative of the delay is unknown, while the proposed method can still

show that d, > 1.0 is effective for reducing the conservatism.
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Table 4: MADB on hy, for varying dp with hq = 0 for Example 4.2.

Method d; 0.0 0.1 > 1.0

Lien et al. [12] 1.5973 1.4840 0.8310
Liu et al. [13] 1.5974 1.4957 1.2642
Peng et al. [21] 1.8034 0.9899
Kwon et al. [10] 1.6609 1.5332 1.2696
Zeng et al. [32] 2.0002 1.8090 1.3631

Theorem 3.5 (d; = —0.1) 2.0214(5 = 0.5) 1.8943(6 =0.6) 1.4239(6=0.7, dp =1.1)

5. Conclusion

The problem of stability analysis for interval delayed T-S fuzzy systems is investigated. By choosing
some delay-dependent LK functional, new delay-derivative-dependent and delay-fractional-dependent
criteria are derived in terms of LMIs. The obtained conditions produce better results than some existing
ones, since the variable delay decomposition technique and new integral inequalities are included. Finally,
the superiority of the present result has been validated through numerical examples.
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