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Abstract
In this paper, we study the existence of mild solutions to impulsive differential inclusions with nonlocal conditions in general

Banach spaces when operator semigroup is not compact. By using measure of noncompactness and multivalued analysis, we
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1. Introduction

In this paper we are concerned with the following differential inclusions with nonlocal conditions and
impulsive conditions 

u ′(t) ∈ Au(t) + F(t,u(t)), t ∈ [0,b], t 6= ti,
∆u(ti) = u(t

+
i ) − u(t

−
i ) = Ii(u(ti)), i = 1, 2, · · · , s,

u(0) = g(u),
(1.1)

where A : D(A) ⊆ X→ X is the infinitesimal generator of a strongly continuous semigroup T(t), t > 0 in a
Banach space (X, ‖ · ‖), F is an upper-Carathéodory multifunction, 0 = t0 < t1 < t2 < · · · < ts < ts+1 = b,
and u(t+i ) and u(t−i ) denote the right and the left limit of u at ti, respectively. g, Ii are appropriate
continuous functions to be specified later.

The theory of impulsive differential equations and impulsive differential inclusions has received much
attention because of its wide applications in physics, biology, engineering, medical fields, and technology.
The reason for this applicability arises from the fact that impulsive differential problems serve as an ap-
propriate model for describing a process which cannot be described by the classical differential problems.
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For more details on this theory and on its applications we refer to the monographs of Lakshmikantham
et al. [18], Benchohra et al.[6], the papers of [1, 10, 14, 23] and the references therein. In [10], Cardinali et
al. considered the impulsive semilinear differential inclusions under the assumptions of the measure of
noncompactness with multivalued perturbations F. Moreover, Byszewski and Lakshmikantham [9] intro-
duced the nonlocal Cauchy problems as the corresponding models that can describe the phenomena more
accurately than the classical initial condition u(0) = u0 alone. Therefore, it has been studied extensively
under various conditions on A and F by several authors (see [3, 8, 20]). We remark that the main difficulty
on nonlocal Cauchy problem is how to get the compactness of the solution operator at zero. Some meth-
ods are developed to deal with this difficulty in nonlocal problems, we refer the readers to the papers
[13, 19, 23, 24]. Fan et al. [13] discussed the nonlocal impulsive differential problem of single-valued case

u ′(t) = Au(t) + f(t,u(t)), t ∈ [0,b], t 6= ti,
u(0) + g(u) = u0,
∆u(ti) = Ii(u(ti)), i = 1, 2, · · · , s, 0 < t1 < t2 < · · · < ts < b,

where semigroup T(t) is compact, and g is Lipschitz continuous, compact, and strongly continuous,
respectively. Then Ji et al. [15] extended the results to impulsive differential inclusions and the conditions
on F and g are weakened where T(t) is compact and g is only supposed to be continuous.

In this paper, under a noncompact assumption on the semigroup T(t), we provide some theorems on
the existence of mild solutions for impulsive differential inclusions (1.1) for the case that the functions Ii
and g are compact and for the case that Ii and g are Lipschitz continuous. In fact, here the semigroup T(t)
is supposed to be equicontinuous and the Banach space X is not separable. We get the existence results of
impulsive differential inclusions (1.1) via measures of noncompactness and the fixed point theorems for
multifunctions, which improve the results in [7, 15, 19].

This paper is organized as follows. In Section 2, we recall some concepts and facts about the multi-
functions and measure of noncompactness. In Sections 3 and 4, we obtain the existence of mild solutions
to nonlocal impulsive problem (1.1) when the functions Ii and g are compact and Lipschitz continuous,
respectively. At last, an example is presented to illustrate the application of our results.

2. Preliminaries

Throughout this paper, let N, R and R+ be the set of positive integers, real numbers and positive
real numbers, respectively. We denote by C([0,b];X) the space of X-valued continuous functions on
[0,b] with the norm ‖x‖ = sup{‖x(t)‖, t ∈ [0,b]} and by L1([0,b];X) the space of X-valued Bochner in-
tegrable functions on [0,b] with the norm ‖f‖L1 =

∫b
0 ‖f(t)‖dt. Define PC([0,b];X) = {u : [0,b] → X :

u is continuous at t 6= ti and left continuous at t = t−i , and the right limit u(t+i ) exists, i = 1, · · · , s}. It is
easy to verify that PC([0,b];X) is a Banach space with the norm ‖u‖PC = sup{‖u(t)‖, t ∈ [0,b]}.

Let X and Y be two Hausdorff topological spaces. We use the notations P(Y) = {A ∈ 2Y : A 6= ∅},
Pcl(Y) = {A ∈ P(Y) : A is closed}, Pb(Y) = {A ∈ P(Y) : A is bounded}, Pc(Y) = {A ∈ P(Y) : A is convex},
Pcp(Y) = {A ∈ P(Y) : A is compact}, and Pcp,c(Y) = {A ∈ P(Y) : A ∈ Pcp(Y)

⋂
Pc(Y)}.

A multivalued map F : X→ P(Y) is said to be:

(i) convex (closed) valued if F(x) is convex (closed) in Y for all x ∈ X;
(ii) compact if F(B) is relatively compact for every B ∈ Pb(X).

F : X→ P(Y) is said to be upper semi-continuous (u.s.c.) on X if for each x0 ∈ X the set F(x0) is a nonempty,
closed subset of Y, and if for each open subset K of Y containing F(x0), there exists an open neighborhood
Γ of x0 such that F(Γ) ⊆ K.

Lemma 2.1 ([17]). Assume that D ⊂ X and F(x) is closed for all x ∈ D, then the following conclusions hold:

(i) if F is upper semi-continuous and D is closed, then F has a closed graph (i.e., xn → x,yn → y,yn ∈ F(xn)
imply y ∈ F(x));
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(i) if F(D) is compact and D is closed, then F is upper semi-continuous if and only if F has a closed graph.

We set
SF(u) := {f ∈ L1([0,b];X) : f(t) ∈ F(t,u(t)) a.e. on [0,b]}

and say F has a fixed point if there is x ∈ X such that x ∈ F(x).

Definition 2.2. A function u ∈ PC([0,b];X) is called a mild solution of impulsive differential inclusions
(1.1) if

u(t) = T(t)g(u) +

∫t
0
T(t− s)f(s)ds+

∑
0<ti<t

T(t− ti)Ii(u(ti)),

for all t ∈ [0,b], where f ∈ SF(u).

Now we give some facts on measure of noncompactness, see Banas and Goebel [4].

Definition 2.3. Let E+ be the positive cone of an ordered Banach space (E,6). A functionΦ defined on the
set of all bounded subsets of the Banach space X with values in E+ is called a measure of noncompactness
(in short MNC) on X if Φ(convΩ) = Φ(Ω) for all bounded subsets Ω ⊂ X, where convΩ stands for the
closed convex hull of Ω.

The MNC Φ is said to be

(1) monotone if for all bounded subsets Ω1,Ω2 of X we have: (Ω1 ⊆ Ω2)⇒ (Φ(Ω1) 6 Φ(Ω2));

(2) nonsingular if Φ({a}∪Ω) = Φ(Ω) for every a ∈ X, Ω ⊂ X;

(3) regular if Φ(Ω) = 0 if and only if Ω is relatively compact in X.

One of the most important examples of MNC is the Hausdorff measure of noncompactness β(·) defined
by

β(B) = inf{ε > 0; B has a finite ε-net in X},

for each bounded subset B in a Banach space X.
It is well-known that the Hausdorff measure of noncompactness β enjoys the above properties and

other properties.

Lemma 2.4 ([4]). Let X be a real Banach space and B,C ⊂ X be bounded. Then the following properties are satisfied:

(1) B is relatively compact if and only if β(B) = 0;
(2) β(B) = β(B) = β(conv(B)), where B and conv(B) mean the closure and convex hull of B, respectively;
(3) β(B) 6 β(C) when B ⊆ C;
(4) β(B+C) 6 β(B) +β(C), where B+C = {x+ y : x ∈ B,y ∈ C};
(5) β(B∪C) 6 max{β(B),β(C)};
(6) β(λB) 6 |λ|β(B) for any λ ∈ R;
(7) if the map Q : D(Q) ⊆ X → Z is Lipschitz continuous with constant k, then βZ(QB) 6 kβ(B) for any

bounded subset B ⊆ D(Q), where Z is a Banach space;
(8) if {Wn}∞n=1 is a decreasing sequence of bounded closed nonempty subsets of X and limn→∞ β(Wn) = 0, then⋂∞

n=1Wn is nonempty and compact in X.

Lemma 2.5 ([4]).

(1) If W ⊂ C([0,b];X) is bounded, then β(W(t)) 6 β(W) for all t ∈ [0,b], where W(t) = {u(t);u ∈
W} ⊂ X. Furthermore if W is equicontinuous on [0,b], then β(W(t)) is continuous on [0,b] and β(W) =
sup{β(W(t)), t ∈ [0,b]}.
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(2) If W ⊂ C([0,b];X) is bounded and equicontinuous, then

β
( ∫t

0
W(s)ds

)
6
∫t

0
β(W(s))ds,

for all t ∈ [0,b], where
∫t

0 W(s)ds = {
∫t

0 x(s)ds : x ∈W}.

Then the results of Lemma 2.5 are extended to the space PC([0,b];X) by Ji and Li [16].

Lemma 2.6 ([16]). If W ⊂ PC([0,b];X) is bounded, then β(W(t)) 6 β(W) for all t ∈ [0,b], where W(t) =
{u(t);u ∈W} ⊂ X. Furthermore, suppose the following conditions are satisfied:

(1) W is equicontinuous on J0 = [0, t1] and each Ji = (ti, ti+1], i = 1, · · · , s;
(2) W is equicontinuous at t = t+i , i = 1, · · · , s.

Then supt∈[0,b] β(W(t)) = β(W).

For any bounded subset B ⊂ X, we define by

β0(B) = sup
{
β({xn : n > 1}) : {xn}∞n=1 is a sequence in B

}
.

From [4] we know that
β0(B) 6 β(B) 6 2β0(B). (2.1)

If X is a separable space, we have β0(B) = β(B).

Lemma 2.7 ([17, Theorem 4.2.2]). Let {fn}+∞n=1 be a sequence of functions in L1([0,b];X). Assume that there exist
µ,η ∈ L1([0,b]; R+) satisfying

sup
n>1
‖fn(t)‖ 6 µ(t) and β({fn(t)}+∞n=1) 6 η(t) a.e. t ∈ [0,b].

Then for all t ∈ [0,b], we have

β
({ ∫t

0
T(t− s)fn(s) ds : n > 1

})
6 2M

∫t
0
η(s) ds,

where M = supt∈[0,b] ‖T(t)‖.

The semigroup T(t) is said to be equicontinuous if {T(t)x : x ∈ B} is equicontinuous at t > 0 for any
bounded subset B ⊂ X (see [5, 24]). Obviously if T(t) is a compact semigroup or an analytic semigroup,
it must be equicontinuous. And the converse of the relation usually is not correct. We give the following
assumptions on T(t), F.

(HA) The semigroup {T(t) : t > 0} generated by A is equicontinuous. Moreover, there exists a positive
number M such that M = sup06t6b ‖T(t)‖ (see [21]).

(HF1) F is an upper Carathéodory multifunction, i.e., for every x ∈ X the multifunction F(·, x) : [0,b] →
Pcp,c(X) admits a strongly measurable selector; for a.e. t ∈ [0,b] the multifunction F(t, ·) : X →
Pcp,c(X) is upper semi-continuous. And for each u ∈ PC([0,b];X), the set SF(u) is nonempty.

Lemma 2.8 ([22]). Let X be a Banach space and F a multifunction satisfying assumption (HF1). Let

Γ : L1([0,b];X)→ C([0,b];X)

be a linear continuous mapping. Then the operator

Γ ◦ SF : C([0,b];X)→ Pcl,c(C([0,b];X)), x→ (Γ ◦ SF)(x) := Γ(SF(x))

is a closed graph operator in C([0,b];X)×C([0,b];X).
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Lemma 2.9 ([16]). If the hypothesis (HA) is satisfied, i.e., {T(t) : t > 0} is equicontinuous, and η ∈ L1([0,b]; R+),
then the set {

∫t
0 T(t− s)u(s) ds : ‖u(s)‖ 6 η(s) for a.e. s ∈ [0,b]} is equicontinuous for t ∈ [0,b].

The following fixed point theorems are important in our proof.

Lemma 2.10 ([2]). Let D be a nonempty, closed, and convex subset of a completely Hausdorff locally convex linear
topological space and let F : D → P(D) be an upper semi-continuous and compact map with F(x) a nonempty,
closed, and convex subset of D. Then F has a fixed point in D.

A multivalued function F : D ⊂ X→ P(X) is said to be strict β-contraction if it maps bounded sets into
bounded sets and there exists a constant 0 6 k < 1 such that β(F(B)) 6 kβ(B) for all bounded sets B ⊂ D.

Lemma 2.11 ([12]). Let X be a Banach space, D ⊂ X bounded, closed and convex, F : D → P(D) upper semi-
continuous and a strict β-contraction, and F(x) closed convex for all x ∈ D. Then F has at least a fixed point in
D.

3. Results under compact conditions

In this section, we give some results for impulsive nonlocal problem (1.1) when the functions g and Ii
are compact, which map bounded sets into relatively compact sets.

We define the solution map G : PC([0,b];X)→ P(PC([0,b];X)) by

(Gu)(t)

=

{
v ∈ PC([0,b];X) : v(t) = T(t)g(u) +

∫t
0
T(t− s)f(s)ds+

∑
0<ti<t

T(t− ti)Ii(u(ti)), f ∈ SF(u)
}

(3.1)

with

(G1u)(t) = T(t)g(u),

(G2u)(t) =
{
v ∈ C([0,b];X) : v(t) =

∫t
0
T(t− s)f(s)ds, f ∈ SF(u)

}
,

(G3u)(t) =
∑

0<ti<t

T(t− ti)Ii(u(ti)),

for all t ∈ [0,b]. It is easy to see that u is the mild solution of the problem (1.1) if and only if u is a fixed
point of the map G.

We list the following hypotheses.

(HF2) There exists a function m(t) ∈ L([0,b]; R+) and a nondecreasing function q : R+ → R+ such that
for a.e. t ∈ [0,b], x ∈ X,

‖F(t, x)‖ := sup{‖y‖ : y ∈ F(t, x)} 6 m(t)q(‖x‖).

(HF3) There exists a constant L > 0 such that for any bounded set D ⊂ X,

β(F(t,D)) 6 Lβ(D),

for a.e. t ∈ [0,b].

(Hg1) g : PC([0,b];X)→ X is continuous, compact and there exists a nondecreasing function γ : R+ → R+

such that
‖g(u)‖ 6 γ(‖u‖PC).
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(HI1) For i = 1, · · · , s, Ii : X → X is continuous, compact and there exists a nondecreasing function
li : R+ → R+ such that for x ∈ X,

‖Ii(x)‖ 6 li(‖x‖).

Theorem 3.1. Assume that the hypotheses (HA), (HF1), (HF2), (HF3), (Hg1), (HI1) are satisfied, then the
nonlocal impulsive problem (1.1) has at least one mild solution on [0,b], provided that the condition

lim
x→+∞ sup

M[γ(x) + q(x)‖m‖L1 +
∑s
i=1 li(x)]

x
< 1 (3.2)

is satisfied.

Proof. We turn the problem (1.1) into a fixed point problem by using solution map G defined in equation
(3.1). Subsequently, we will prove G has a fixed point by using Lemma 2.10. The proof will be given in
several steps.

Step 1. Set W0 = {x ∈ PC([0,b];X) : ‖x‖ 6 r0}. Then W0 ⊂ PC([0,b];X) is bounded and convex . We claim
that GW0 ⊂W0. Let x ∈W0, y ∈ G(x). From hypotheses (HF2), (Hg1) and (HI1), we have

‖y(t)‖ 6Mγ(‖x‖PC) +M
∫b

0
m(s)q(‖x‖PC)ds+M

s∑
i=1

li(‖x‖PC)

6Mγ(r0) +M‖m‖L1q(r0) +M

s∑
i=1

li(r0),

for t ∈ [0,b]. By condition (3.2), we know that there exists a constant r0 > 0 such that

Mγ(r0) +M‖m‖L1q(r0) +M

s∑
i=1

li(r0) 6 r0.

Therefore, G(W0) ⊂W0.

Step 2. We show that GW0 is equicontinuous on J0 = [0, t1], Ji = (ti, ti+1] and is also equicontinuous at
t = t+i , i = 1, · · · , s. Indeed, we only need to prove that GW0|[t1,t2] is equicontinuous on [t1, t2], as the
cases for other subintervals are the same. For u ∈ W0, t1 6 s < t 6 t2, we have, using the semigroup
property, that

‖T(t)g(u) − T(s)g(u)‖ = ‖T(s)[T(t− s) − T(0)]g(u)‖ 6M‖[T(t− s) − T(0)]g(u)‖.

Thus, G1W0 is equicontinuous on [t1, t2] due to the compactness of g and the strong continuity of T(·). The
same idea can be used to prove the equicontinuity of G3W0 on [t1, t2]. That is, for u ∈W0, t1 6 s < t 6 t2,
we have

‖T(t− t1)I1(u(t1)) − T(s− t1)I1(u(t1))‖ 6M‖[T(t− s) − T(0)]I1(u(t1))‖,

which implies the equicontinuity of G3W0 on [t1, t2] due to the compactness of I1 and the strong continuity
of T(·).

Now we consider the functions in G2W0 =
{∫t

0 T(t− s)f(s)ds, f ∈ SF(u),u ∈W0

}
. As

‖f(t)‖ 6 ‖F(t,u(t))‖ 6 m(t)q(‖u‖PC) 6 m(t)q(r0),

and m(t) ∈ L1([0,b]; R+), from Lemma 2.9, we know G2W0 is equicontinuous on [0,b]. Therefore, we
have that the functions in GW0|[t1,t2] = (G1 +G2 +G3)W0|[t1,t2] are equicontinuous on [t1, t2].

Step 3. For any x0 ∈W0, define by

W1 = conv{GW0, x0}, Wn = conv{GWn−1, x0},

where conv means the closure of convex hull, n = 2, 3, · · · . We know that Wn+1 ⊂Wn for n = 1, 2, · · ·
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as W1 ⊂ W0, and W1, W2, · · · , Wn, · · · are nonempty, closed, bounded, convex, and equicontinuous.
Thus {Wn} is a decreasing sequence of subsets of PC([0,b];X). We set

W = ∩∞n=1Wn,

then W is a nonempty, closed, bounded, convex and equicontinuous subset of PC([0,b];X).
From (2.1), we have, for any ε > 0, there are sequences {uk}

∞
k=1 ⊂ W0 and {fk}

∞
k=1 ⊂ L1([0,b];X) such

that fk ∈ SF(uk) for all k > 1 and

β
({∫t

0
T(t− s)f(s)ds, f ∈ SF(u),u ∈W0

})
6 2β

({∫t
0
T(t− s)fk(s)ds : k > 1

})
+ ε.

Then, due to Lemma 2.7, we have

β(G2W0(t)) = β
(
{

∫t
0
T(t− s)f(s)ds, f ∈ SF(u),u ∈W0}

)
6 2β

(
{

∫t
0
T(t− s)fk(s)ds : k > 1}

)
+ ε

6 4M
∫t

0
β({fk(s) : k > 1})ds+ ε

6 4M
∫t

0
β({F(s,u(s)),u ∈W0})ds+ ε

6 4M
∫t

0
Lβ(W0(s))ds+ ε

6 4MLtβ(W0) + ε.

Since ε > 0 is arbitrary, it follows from the above inequality that

β
({∫t

0
T(t− s)f(s)ds, f ∈ SF(u),u ∈W0

})
6 4MLtβ(W0). (3.3)

Noticing the compactness of g, Ii and (3.3), we have

β(W1(t)) 6 β(T(t)g(W0)) +β

({∫t
0
T(t− s)f(s)ds, f ∈ SF(u),u ∈W0

})

+β

 ∑
0<ti<t

T(t− ti)Ii(u(ti)),u ∈W0)




6 β

({∫t
0
T(t− s)f(s)ds, f ∈ SF(u),u ∈W0

})
6 4MLtβ(W0),

for t ∈ [0,b]. Further,

β(W2(t)) 6 β(T(t)g(W1)) +β

({∫t
0
T(t− s)f(s)ds, f ∈ SF(u),u ∈W1

})

+β

 ∑
0<ti<t

T(t− ti)Ii(u(ti)),u ∈W1)




6 β

({∫t
0
T(t− s)f(s)ds, f ∈ SF(u),u ∈W1

})
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6 4M
∫t

0
Lβ(W1(s))ds

6 4M
∫t

0
L · 4MLsβ(W0)ds

6
(4ML)2t2

2!
β(W0),

for t ∈ [0,b]. We can continue this iterative procedure and get that

β(Wn(t)) 6
(4MLt)n

n!
β(W0),

for t ∈ [0,b]. As Wn is equicontinuous on each subinterval [ti, ti+1], i = 1, · · · , s, by Lemma 2.6, we have
that

β(Wn) = sup
t∈[0,b]

β(Wn(t)) 6
(4MLb)n

n!
β(W0).

By the fact that (4MLb)n
n! → 0 as n → ∞, we have β(Wn) → 0. According to Lemma 2.4 (8), we get that

W = ∩∞n=1Wn is compact in PC([0,b];X).

Step 4. Let us verify G(W) ⊂W. In fact, G(W) ⊂ G(Wn) ⊂ conv{GWn, x0} =Wn+1 for every n > 1. Then
G(W) ⊂

⋂∞
n=2Wn. On the other hand, Wn ⊂W1 for every n > 1. Then we have

G(W) ⊂
∞⋂
n=2

Wn =

∞⋂
n=1

Wn =W.

At this point, we get that G :W →W is a compact map.

Step 5. Now, we show that G|W : W → P(W) has a closed graph and is upper semi-continuous. Let
(um)m∈N, (vm)m∈N ⊂ W, um → u, vm ∈ G(um), vm → v in PC([0,b];X). Then there exists a sequence
{fm}∞m=1 ⊂ L1([0,b];X), fm ∈ SF(um) for m > 1, such that

vm(t) = T(t)g(um) +

∫t
0
T(t− s)fm(s)ds+

∑
0<ti<t

T(t− ti)Ii(um(ti)), (3.4)

for all t ∈ [0,b]. Consider the linear operator Γ : L1([0,b];X) → C([0,b];X) defined as (Γf)(t) =
∫t

0 T(t−
s)f(s)ds. Obviously, Γ is linear and continuous. From equation (3.4), we have

vm(·) − T(·)g(um) −
∑

0<ti<·
T(·− ti)Ii(um(ti)) ∈ Γ ◦ SF(um).

Then from Lemma 2.8, we get that Γ ◦ SF(·) is a closed graph operator. Since um → u and vm → v, we
obtain that

v(·) − T(·)g(u) −
∑

0<ti<·
T(·− ti)Ii(u(ti)) ∈ Γ ◦ SF(u),

from the continuity of T(t), g, Ii. That is,

v(t) − T(t)g(u) −
∑

0<ti<t

T(t− ti)Ii(u(ti)) =

∫t
0
T(t− s)f(s)ds,

for some f ∈ SF(u). Therefore, G has a closed graph, which implies that G has closed values on
PC([0,b];X). Moreover, as G(W) is compact and W is closed, from Lemma 2.1, we get that G is up-
per semi-continuous.

From Steps 1-5, the multifunction G|W : W → P(W) is an upper semi-continuous, compact map with
G(x) a nonempty, closed, convex subset of W. Due to Lemma 2.10, there is u ∈ W such that u ∈ G(u)
and u is the mild solution to the nonlocal impulsive problem (1.1). This completes the proof of Theorem
3.1.
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Remark 3.2. If multifunction F(·) is compact or Lipschitz continuous, then L in hypothesis (HF3) becomes
zero or a Lipschitz constant. In Benchohra et al. [7], the existence and topological structures of mild so-
lutions to impulsive differential inclusions are discussed when the Banach space X is separable. Here by
using the estimation to Hausdorff measure of noncompactness, we get the existence results for nonlocal
impulsive differential inclusions (1.1) when X is not separable and the semigroup T(t) is only equicontin-
uous without the compactness assumption.

4. Results under Lipschitz conditions

Now we study the existence result of problem (1.1) when the functions g and Ii are Lipschitz contin-
uous.

In this section, we list the following hypotheses:

(Hg2) g : PC([0,b];X) → X is Lipschitz continuous with Lipschitz constant k, that is, ‖g(u) − g(v)‖ 6
k‖u− v‖ for u, v ∈ PC([0,b];X). And there exists a nondecreasing function γ : R+ → R+ such that

‖g(u)‖ 6 γ(‖u‖PC).

(HI2) Ii : X→ X is Lipschitz continuous with Lipschitz constant ki, that is,

‖Ii(x) − Ii(y)‖ 6 ki‖x− y‖,

for x,y ∈ X, i = 1, · · · , s. And there exists a nondecreasing function li : R+ → R+ such that for
x ∈ X,

‖Ii(x)‖ 6 li(‖x‖).

Theorem 4.1. Assume that the hypotheses (HA), (HF1), (HF2), (HF3), (Hg2), (HI2) are satisfied, then the
nonlocal impulsive problem (1.1) has at least one mild solution on [0,b], provided that the condition (3.2) and

Mk+ 4MLb+M
s∑
i=1

ki < 1 (4.1)

are satisfied.

Proof. We denote by W0 = {u ∈ PC([0,b];X) : ‖u(t)‖ 6 r for all t ∈ [0,b]}. Then W0 is a bounded, closed
and convex subset of PC([0,b];X). The functions G, G1, G2, G3 are defined as equation (3.1).

According to Theorem 3.1, we have proved that GW0 ⊂ W0 and G has a closed graph on PC([0,b];X)
with closed convex values. Now we shall prove that G : W0 → P(W0) is upper semi-continuous and is a
strict β-contraction.

First, we prove that G is a strict β-contraction on W0. For u, v ∈ PC([0,b];X), we have G1(u),G1(v) ∈
C([0,b];X), and from hypothesis (Hg2),

‖G1(u) −G1(v)‖C = sup
t∈[0,b]

‖(G1u)(t) − (G1v)(t)‖

= sup
t∈[0,b]

‖T(t)g(u) − T(t)g(v)‖

6M‖g(u) − g(v)‖
6Mk‖u− v‖PC.

Then from Lemma 2.4 (7), for every bounded set B ⊂W0, we get

β(G1B) 6Mkβ(B). (4.2)
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From formula (2.1), for any ε > 0 and B ⊂ W0, there are sequences {uk}
∞
k=1 ⊂ B and {fk}

∞
k=1 ⊂

L1([0,b];X) such that fk ∈ SF(uk) for all k > 1 and

β
({∫t

0
T(t− s)f(s)ds, f ∈ SF(u),u ∈ B

})
6 2β

({∫t
0
T(t− s)fk(s)ds : k > 1

})
+ ε.

As T(t) is equicontinuous on [0,b], by Lemma 2.9, we know that G2W0 ⊂ C([0,b];X) is equicontinuous on
[0,b]. Then due to Lemma 2.5 and Lemma 2.7, for every set B ⊂W0, we have

β(G2B) = sup
t∈[0,b]

β(G2B(t))

6 sup
t∈[0,b]

2β
(
{

∫t
0
T(t− s)fk(s)ds : k > 1}

)
+ ε

6 sup
t∈[0,b]

4M
∫t

0
β({fk(s) : k > 1})ds+ ε

6 sup
t∈[0,b]

4M
∫t

0
β({F(s,u(s)),u ∈ B})ds+ ε

6 sup
t∈[0,b]

4M
∫t

0
Lβ(B(s))ds+ ε

6 4MLbβ(B) + ε.

Since ε > 0 is arbitrary, it follows from the above inequality that

β(G2B) 6 4MLbβ(B). (4.3)

As Ii : X→ X is Lipschitz continuous, we have, for u, v ∈W0,

‖G3u−G3v‖PC = sup
t∈[0,b]

‖(G3u)(t) − (G3v)(t)‖ 6M
s∑
i=1

ki‖u− v‖PC.

So for B ⊂W0, we have

β(G3B) 6M
s∑
i=1

kiβ(B). (4.4)

From (4.2), (4.3), and (4.4), we obtain, for B ⊂W0,

β(GB) 6 β(G1B) +β(G2B) +β(G3B)

6Mkβ(B) + 4MLbβ(B) +M
s∑
i=1

kiβ(B)

6 (Mk+ 4MLb+M
s∑
i=1

ki)β(B).

Noting (4.1), Mk+ 4MLb+M
∑s
i=1 ki < 1, then G is a strict β-contraction on W0.

Next, we shall prove that G is upper semi-continuous. From Theorem 2 in [11], we know that G2(u) ={
v ∈ C([0,b];X) : v(t) =

∫t
0 T(t − s)f(s)ds, f ∈ SF(u)

}
is upper semi-continuous. Let {un}

∞
n=1 be a

sequence in PC([0,b];X) with lim
n→∞un = u in PC([0,b];X). And we have

‖(G1un +G3un) − (G1u+G3u)‖PC 6M
[
‖g(un) − g(u)‖+

s∑
i=1

‖Ii(un(ti)) − Ii(u(ti))‖
]
.
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Then by the continuity of g and Ii, we can deduce G1(u) +G3(u) is continuous and hence

G(u) = G1(u) +G2(u) +G3(u)

is upper semi-continuous on PC([0,b];X). Notice that W0 is a closed subset of PC([0,b];X), so G is upper
semi-continuous on W0.

Now we get that G : W0 → P(W0) is upper semi-continuous and a strict β-contraction, and G(u) is
closed and convex for all u ∈ W0. Due to Lemma 2.11, there is u ∈ W0 such that u ∈ Gu. Clearly u is a
mild solution for the nonlocal impulsive problem (1.1). This completes the proof.

5. An example

As an application of Theorems 3.1 and 4.1, we discuss the following impulsive differential inclusions
with nonlocal conditions:

∂

∂t
ω(t, x) ∈ ∂2

∂x2ω(t, x) + F(t,ω(t, x)), 0 6 t 6 b, 0 6 x 6 π,

ω(t, 0) = ω(t,π) = 0,
ω(t+i , x) −ω(t−i , x) = Ii(ω(ti, x)), i = 1, 2, · · · , s,
ω(0, x) = g(ω(t, x)).

(5.1)

Take X = L2[0,π] and the operator A : D(A) ⊆ X→ X defined by Az = z
′′
, with

D(A) = {z ∈ X : z, z ′ are absolutely continuous, z ′′ ∈ X, z(0) = z(π) = 0}.

From Pazy [21], we know that A is the infinitesimal generator of an analytic semigroup T(t), t > 0. This
implies that A satisfies the condition (HA).

Let 0 < t1 < t2 < · · · < ts < b, 0 < s1 < s2 < · · · < sq < b, cj ∈ R (j = 1, · · · ,q), h(·) ∈ L1([0,b]; R),
αi > 0 and ρi ∈ C([0,π]× [0,π], R) for i = 1, · · · , s. We assume that the following conditions hold:

(1) F : [0,b]×X→ P(X) is Carathéodory upper semi-continuous defined by

F(t, z)(x) = F(t, z(x)), 0 6 t 6 b, 0 6 x 6 π,

and hypotheses (HF2) and (HF3) hold.

(2) g(ω(t, ξ)) =
∑q
j=1 cjω(sj, ξ), ω ∈ PC([0,b];X).

(3) g(ω(t, ξ)) =
∫b

0 h(s) lg(1 + |ω(s, ξ)|)ds, ω ∈ PC([0,b];X).

(4) Ii(u(ξ)) = 1
αi|u(ξ)|+ti

, u ∈ X, 1 6 i 6 s.

(5) Ii(u(ξ)) =
∫π

0 ρi(ξ,y) cos2(u(y))dy, u ∈ X, 1 6 i 6 s.

Under the above assumptions, the partial differential equation (5.1) can be reformulated as the abstract
problem (1.1). Then we obtain that

Conclusion 1. Under the conditions (1), (3), and (5), the assumptions in Theorem 3.1 are satisfied for
large r0 > 0. Therefore, the corresponding system (1.1) has at least a mild solution.

Conclusion 2. Under the conditions (1), (2), and (4), the assumptions in Theorem 4.1 are satisfied for
large r0 > 0. Therefore, the corresponding system (1.1) has at least a mild solution.
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