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Abstract

This paper deals with the study of the well-posedness of a mixed fractional problem for the wave equation defined in a
bounded space domain. The fractional time derivative is described in the Caputo sense. We prove the existence and uniqueness
of solution as well as its dependence on the given data. Our results develop and show the efficiency and effectiveness of the
functional analysis method when we deal with fractional partial differential equations instead of the nonfractional equations
which have been extensively studied by many authors during the last three decades. (©2017 All rights reserved.
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1. Introduction

Many encountered problems in science and engineering cannot be modeled by classical partial differ-
ential equations. Fortunately, researchers could find a solution for this dilemma. They have discovered
a new generation of more general differential equations, the so-called fractional differential equations.
These type of equations have been successfully used in modeling many problems in fluid flow and many
other different processes and systems such as physical and biological ones. This type of equations appears
also in classical mechanics, quantum mechanics, nuclear physics and many other fields. See for example
[4, 6-10, 16, 18, 19, 30]. Fractional calculus takes care of the study and applications of integrals as well as
time and space derivatives of arbitrary fractional order. If in the ordinary wave equation, we replace the
time derivative by the fractional derivative, we obtain the fractional order wave equation. A gold mine of
fractional calculus and its essentials can be found in [14, 24, 30, 31]. Most of the fractional order ordinary
or partial differential equations have not analytic and exact solutions, therefore many researchers have
used numerical methods and techniques to solve time and space fractional initial and boundary value
problems and equations. See for example [1, 2, 5, 11-13, 24, 26-28]. Our problem can be placed in the
category of fractional order hyperbolic equations, it is in fact a fractional diffusion wave equation with
Bessel operator. In the equation (2.1) below, the order 3 = 1+ « of the time derivative can be any real
number in the interval [0,2]. The interval (0,1] indicates the diffusion phenomenon, while the interval
(1,2] indicates the wave propagation phenomenon. This type of equations can model the propagation of
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mechanical waves in viscoelastic medium [17, 20, 21], electromagnetic acoustic, and mechanical responses
[29].

We organize the contents of this paper in the following way: In Section 2, we give the setting of the
problem and display different types of fractional derivatives needed in this paper. Section 3 is devoted
to some preliminaries and some crucial tools needed in the next sections, we also reformulate the posed
problem and write it in an operator form which helps establishing some a priori estimates and proving
some density results. In Section 4, we prove the uniqueness of the strong solution and its dependence on
the given data of the posed problem. This is done by obtaining some a priori bounds based on certain
functional differential operator multipliers. In Section 5, we prove the existence of the solution of the
problems (2.1), (2.2), (2.3). That is we prove that the closure of the range of the operator L generated by
the considered problem is dense in the Hilbert space Y having the norm (3.1) defined below.

2. Problem setting

In the rectangle Q = (0,1) x (0,T), T < oo, we consider the time fractional initial boundary value
problem

Cootly = 19 xa—u —H(x, t)u+f(x,t), xe€(0,1), te(0,T), (2.1)
X 0x ox
l1LL = u(xl 0) = (P(X)/ l21'L = Ut (X/ O) = w(x)/ X € (O/ 1)/ (22)
linbxux(x,t) =0, u,(l,t)=0, te(0,T), (2.3)
xX—

where H(x, t), and f(x,t) are given functions that satisfy certain conditions which will be specified later
on.

In our work, we better use Caputo derivative concept rather than Riemann- Liouville derivative, since
the initial value of the fractional equation with Caputo derivative is the same as that of integer differential
equation.

The operator €9**!

denotes the Caputo fractional derivative of order 1 + o, with « € (0,1) defined by

1 J e (x,7)

CAao+1 _
at+“("'t)_r(1—o¢) o (t—1)

dT,

where I'(1 — «) is the well-known Gamma function.

We assume that there exists a solution belonging to the space C>?(Q), the set of functions together
with their partial derivatives of order 2 in x and t are continuous on Q.

The Riemann-Liouville integral of order 0 < « < 1 is defined by

1 Jt u(x, )

Mo Jy (t—x=®

Dy *u(x, t) =

For more and ample information see [10, 30].

Our work can be considered as a further elaboration and generalization of the results obtained in [3],
where the author proved the uniqueness of solution of an initial boundary value problem for a fractional
wave equation subject to some homogeneous initial and classical boundary conditions. In our case, we
have proved the uniqueness as well as the existence of solution for a mixed problem with Bessel operator.

3. Preliminaries

The following tools are crucial for proving our results.

Lemma 3.1 ([15]). Let S(t) be nonnegative and absolutely continuous on [0, T], and for almost all t € [0, T] satisfies
the inequality
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%f < a(t)S(t) + b(t),

where the functions a(t) and b(t) are summable and nonnegative on [0, T]. Then

t t
S(1) < el 07 (5001 + [ b(eelerna

0

< eloaln)dr <5(0) +th(r)dr> :

0

Lemma 3.1 can be generalized as follows.

Lemma 3.2 ([3]). Let a nonnegative absolutely continuous function h(t) satisfy the inequality
CA%N(t) < ch(t) +co(t), 0<a<1,
for almost all t € [0, T], where cq is positive and c;(t) is an integrable nonnegative function on [0, T]. Then
h(t) < h(0)Ex(c1t™) + T(a)Ea,ac1t™)Dy “ea(t),

where

XTl

XTL
B =D frgnry ™ Bl =D r

are the Mittag-Leffler functions.

Lemma 3.3 ([3]). For any absolutely continuous function w(t) on the interval [0, T], the following inequality holds
w(t) Co%w(t) > % CoxwA(t), O0<a<l.

Lemma 3.4 ([23]). If Fx(t) (k = 1,2,3) are nonnegative functions on (0,T), Fi(t) and Fo(t) are integrable
functions, and F3(t) is nondecreasing on (0, T), then it follows from

JF1(s)ds +F(t) < F(t)+ CJFz(s)ds,
0 0

that

JFl(s)ds +Fo(t) < eCth,(t).
0

The Cauchy e-inequality is
I3 1
B < A2+ B2

where A and B are positive numbers.
We need the following function spaces: The weighted Lz—space, Li (Q) with inner product

(U, V)L%(Q) = (XU, V)LZ(Q) :J Xquth,
Q

and the weighted Sobolev space W;l’g (Q) with scalar product

U VIwieiq) = WV + (U Vi @)

We also use the weighted space on (0,1) such as I_%L (0,1) and W%,u (0,1) whose definitions are analogous
to the spaces on Q.
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For establishing the existence and uniqueness of solution of the problems (2.1)-(2.3), we write it in its
operator form. This allows us to obtain some energy inequalities needed for our proofs.
The solution of the problems (2.1)-(2.3) can be regarded as the solution of operator equation

Lu=W=(f, o,V¥),
with L = (£, 1, o), and L : B — Y is an unbounded operator with domain of definition
u e LZ(Q)/ aj[XJrlu/ uX/ utluXX e LZ(Q)/
D) =19 limxu(xt) =0, ux(1,t) =0, te (0,T)

x—0

where B is a Banach space of the functions u endowed with the finite norm

2 — 2 2
lulg = sup (DY fuelliz o) + Il 01)) -
58 Z,u( )

<t<

and Y is the Hilbert space constituting of the elements W =(f, ¢, ) equipped with the norm
2 2 2 2
W1 = 1125 ) + 013y o) + 1IR3 01 - (3.1)

Here £ is the differential operator

1/ 9
L£=Coxt = <x> +H.
x \ 0Ox/,

4. Uniqueness of solution and its dependence on the given data

Theorem 4.1. Assume that the function H(x, t) satisfies the conditions

(1) C3 < H(XI t) < Cy,
(i) c1 > oH cr > oH (1)
1= ot ’ 2 = aX’

where ¢, j = 1,2,3,4 are positive constants. Then for any uw € D(L), and f(x,t) € C(Q), the solution of the
problems (2.1)-(2.3) verifies the inequalities

1 1
C 2 0 2 0 2 2 2 2
O lluelliz 01y + 3¢ Jo xuydx + = Jo xH(x, t)u"dx < & (HutHLg(o,n g o + ||f||L5(0,1)) , (42)
and
N
a1 2 2 2 2 2
OETET (Dt ||ut”l_i(0,1) + ||u||wiu(o,1)> < D6 (JO ||f||Li(0,1) dt + ||1|)||L{L(0,1) + H(PHWg,H(o,1)> ’ (4.3)

forall w € D(L), where

5
§; =max(cy, 1), & = ! 85 = 5e 92 max(T212, T),

~ min(1,c3)’
53T(x+l )

(o + 1T (ex+1)
O5 = max (8 + 86203, 520304 + 8204),

TOC
6 =05 (1+——-—].
6 5< +F(1+o¢)>

Proof. For u € D(L), we consider the identity

54 = r(CX)Ea,a(ég,T(x) max <53,

10 ou
Cha+l
ooatly — = +H(x, t)u, u = (f,u . 44
< ¢ xbx(xax> () t>Li(0,1) ( t)Lﬁ(Ofl) (4.4)
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Boundary and initial conditions (2.2) and (2.3), yield

( Cagﬂu'ut)%(o,n = ( a;"ut,ut)%m’l) , (4.5)
10 (0 10 (!
— | —= xfu , Ut = J xuidx, (4.6)
x0x \ 0x 12(01) 20t Jp
10 1! oH
(H(x, t)u, ut)Li(O,l) =53t Jo xH(x, t)u?dx — 5 Jo x—at u?dx. 4.7)

Substitution of (4.5), (4.6), (4.7) into (4.4), gives

o (! o (! ' oH
2 ( Ca?ut’ut)Li(O,l) + atJ Xuidx-i‘ J XH(X, t)uzdx = J Xﬁuzdx +2 (f, ut)La(O,l) . (48)

0 at Jo 0

Thanks to Lemma 3.3 in [3] which allows us to estimate the first term on the LHS of (4.8) as follows
2( Cagutfut)%(o,n > Cof HutH%i(O,l) : (4.9)

Conditions (ii) in (4.1), Cauchy e-inequality and combination of inequality (4.9) and equality (4.8), yield

o ! o !
c 2 2 2 2
Of lIuelliz o) + o Jo xudx + 3t Jo xH(x, thu*dx < & (HfHLa(O,l) +l[uelliz o) + HuHWiu(O,l)) ,

where
51 = max(cq, 1). (4.10)

This achieves the proof of estimate (4.2).
By replacing t by T and integrating both sides of (4.10) with respect to T from 0 to t and using condition
(i) in (4.1), we obtain

t t t
— 2 2 2 2 2
Dyt lwelltz o1y + HuHW%u(O'” <8 (Jo e e D2 0,0) dT*‘L ||u(X,T)HW%“(O,l) dTJrJO 11112 (0,1) d7
' ' (4.11)

2 2
Witz 01 +||‘PW§H(0,1)> ’

where

max(élf 1/ C4, Tl_oc)
& =

min(1, c3)

If we discard the first term on the LHS in (4.11) and apply Lemma 3.1 in [15] by taking

t
2
S(t) = JO Hu(X’T)HWhZ(O,l) dr,

and
S'(t) = |[ullwy 01y, S(0)=0,
we obtain

t

t
J fube Tl o) 47 < 8 (J e (DL o) v
0 0 (4.12)

t
2 2 2
+ |19 o e IR 0 + |@||W%/u(o,1)) ,



S. Mesloub, I. Bachar, J. Nonlinear Sci. Appl., 10 (2017), 60-70 65

where
83 = 8e %2 max(T?12, T).

Now by discarding the last term on the LHS of (4.11) and using (4.12), we get
t
DF sl 1) < 8 (|| et Dl 0
t
+ [ IR o v+ 1R 0+ ol o) )
Lemma 3.2 can now be applied, where we have

t
h(t) = L e, 02 0y dT, R(0) =0,
— 2
dfh(t) =D ! [uelltz 0,1y -

In this regard, we have the estimate

t
5 o 2 2 2
Jo ||uT(X/T)||]_ﬁ(O,1) dt < 84 (Dt ot ||f”L{L(0,1} + ||11’||L{‘(0,1) + H(pHW%,H((),l)) , (4.13)
where
o 5 53fo+1
04 =T(x)E 03T , .

Combination of inequalities (4.11), (4.12), and (4.13) gives

t
-1 2 2 —oa—1 2 2
D¢ HutHLﬁ(O,n + HuHW%/u(Oll) < 05 (Dt * HfHL%L(O,l) JFJ HfHLg(o,l) drt

0 (4.14)
2 2
+ 113 01) 101y (01))
where
05 = max (dp + 8203, 820384 + 6204) .
The inequality
DL R 011 < s [ 13 04
t 11tz 0,1) < M+ o) Jo MMEaOD T
reduces (4.14) to
t
- 2 2 2 2 2
DE el o) + el 01) < 36 (L 1712 01) A+ I3 (01) + ||<p|wium,1))
(4.15)

.
2 2 2
< 86 (L 11tz (0,0) dT+ [[Wlliz 01) + H‘P‘|W%,u(0,1)> /

where

TO(
=55 (1+— ).
6 55< +F(1+oc)>

Since the right-hand side of (4.15) does not depend on t, we can replace the left-hand side by its upper
bound with respect to t over (0, T) which finishes the proof of estimate (4.3) from which we deduce the
uniqueness and continuous dependence of the solution of the problems (2.1)-(2.3) on the given data. [
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Before proceeding to the proof of the existence of the solution of the problems (2.1)-(2.3), we mention
some consequences of the estimate (4.3).

We can deduce from the a priori estimate (4.3) that there exists an inverse non bounded operator
L~1:R(L) — B. Since the range of L is a subset of Y, we construct its closure L so that the estimate (4.3)
holds for the extension and that the range of L coincides with the whole space Y. In this regard, we can
show that L : B — Y admits a closure as stated in the following.

Proposition 4.2. The operator L: B — Y has a closure L.
Proof. The proof is similar to that in [22]. O

We then define the strong solution of the problems (2.1)-(2.3) as the solution of the operator equation:
Lu=W=(f, ¢,¥),
and the estimate (4.3) can be extended to
Jullg < v/ ||Tully, VueD(D). (4.16)
From this last inequality (4.16), we deduce the uniqueness of the strong solution and that:

Corollary 4.3. The range of L is closed in Y and the closure of the range of L coincides with the range of the closure
of L, and L= L=1, where L1 is the extension by continuity from the range of L to the closure of its range.

5. Solvability of the posed problem

To prove the existence of solution of our problems (2.1)-(2.3), we use a density argument. In fact, we
demonstrate that the range R(L) of the operator L is dense in Y for every element w in the Banach space
B.

We now state the results of the existence of solution of our fractional problems (2.1)-(2.3).

Theorem 5.1. Assume that conditions of Theorem 4.1 are satisfied. Then for all' W = (f, ¢,\p) € Y, there exists a
unique strong solution u = L'w=L1w of the problems (2.1)-(2.3).

Proof. Estimate (4.16) asserts that, if a strong solution of (2.1)-(2.3) exists, it is unique and depends con-
tinuously on the data. Corollary 4.3 says that in order to prove that problem (2.1)-(2.3) admits a strong
solution for any W = (f, @,) €Y, it suffices to show that the closure of the range of L is dense in Y. We
tirst prove the following special case of density

Proposition 5.2. If for some function G(x,t) € Li(Q), and all K(x,t) € D(L) satisfying homogeneous initial
conditions 11K =0, LK = 0, we have

(LK’G)Li(Q) =0, (5.1)
then G is zero a.e in the domain Q.
Proof. Equation (5.1) implies
19 oK
(Ca‘g“K — - <x> + H(x, t)K, G> =0. (5.2)
x0x \ 0x 12(Q)

Let p(x,t) be a function satisfying conditions (2.2) and (2.3) and such that

t t
op(x,
P, Pxs J p(x,s)ds, XJ plx S)ds, tp € 12(Q),
0 0 6x
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we then set ¢
K(x,t) :J J p(x,z)dzds.

Equation (5.2) then becomes

(Ca‘t"+1 (Xr Js p(x,z)dzds) — % (x
0 Jo

Let us now consider the function

Jt r Px(x, z)dzds) +xH(x, t) (J't r p(x,z)dzds) , G) =0. (6.3

0Jo 0Jo 12(Q)

t

G(x,t) = XJ p(x,s)ds. (5.4)
0

It is quite obvious that the function G(x, t) belongs to L%(Q).
Equations (5.3) and (5.4) lead to

t s t
Cho+1
( 05 (Jo Jo p(X/Z)dZdS>/JOP(X/S)dS>La(Q)
a t prs t
<6x< J J Px(x, z)dzds) Jop(x,s)ds>L2(Q) (5.5)

t prs t
+ (xH(x,t)J J p(x,z)dzds,J p(x,s)ds> =0.
0Jo 0 L2(Q)

Put in mind that the function p verifies the boundary and initial conditions (2.2) and (2.3), then we have

t ps t t t
(Coret (], [ povmiazas), | pixsias) = (Cor ([ prxsias),| pivsias) e
0 Jo 0 12,(0,1) 0 0 12(0,1)

Jt Px(x,s)ds, Jt r Px (%, z)dzds>

t ps t
<a< J J Px(x, z)dzds> J p(x,s)ds> :<
0 0 12(0,1) 0 0Jo L2(0,1) (5.7)
19 1 t prs 2 )
=53¢ Jo X (Jo J;) Px(x, z)dzds) dx,
t s t 19 1 t s 2
<xH(x,t)J J p(x,z)dzds,J p(x,s)ds> = J x*H(x, t) <J J p(x,z)dzds> dx
0 Jo 0 1201) 20tJo 0 Jo 5.8)
L[ ,0H 2
~5 Jo m (Jo L r(x, z)dzds) dx.
Insertion of equations (5.6), (5.7), (5.8) into (5.5), yields
t t
2 (Ca;" <J p(x, s)ds> J p(x, s)ds>
0 L2(01)
2
J <J J Px(x, z)dzds) dx
(5.9)

0
ot
ag J (J JOS p(x, z) dzds)2 dx
= J: xz% <L Jo p(x, z) dzds>2 dx.
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Lemma 3.3 allows us to estimate the first term on the LHS of (5.9) as follows
t t t 2
2 <Ca§‘ (J p(x,s)ds) ,J p(x,s)ds> > Cag‘ J p(x,s)ds . (5.10)
0 0 L2(0,1) 0 L2(0,1)
Consequently, in light of condition (ii) in (4.1) and (5.10), equality (5.9) becomes
t 2 F) 1 t s 2 0 1 t prs 2
Ca;* J p(x,s)ds + —J X (J J p,&x,z)dzds) dx + —J x*H(x, t) (J' J p(x,z)dzds) dx
0 1z01) 9tJo \JoJo ot Jo 0Jo (5.11)
1 t s 2 ’
< C1J x> (J J p(x,2) dzds) dx.
0 0Jo
By replacing t by T in (5.11) and then integrating with respect to T from 0 to t, we obtain
t 2 1 t s 2 1 t s 2
D1 J p(x,s)ds +J X (J J Px (X, Z)dzd3> dx+J X?H(x, 1) (J J px, Z)dlds) dx
0 20,1 Jo 0Jo 0 0Jo (5.12)
t 1 T rs 2 ’
< C1J J x> (J J p(x,z)dzds) dxdr.
0Jo 0 Jo
Condition (i) in (4.1) reduces (5.12) to
t 2 1 t s 2 1 t rs 2
Df:‘_1 J p(x,s)ds +J X (J J px(x,z)dzds> dXJrJ x2 <J J p(x,z)dzds> dx
0 12001 Jo \JoJo 0 00 (5.13)
¢ t 1 ) T rs 2 ’
< min(ca,1) JO J'O pé (J'O JO p(x,z)dzds) dxdr.
Application of Lemma 3.4 in [23] to inequality (5.13), yields
t 2 1 t s 2
Df‘*l J p(x,s)ds —l—J X (J J Px (X, z)dzds) dx
0 12(01) Jo 0Jo (5.14)
t pl T s 2 ’
+J J X2 (J J p(x, z) dzds> dxdt < 0.
0Jo 0 Jo
Consequently, inequality (5.14) implies that G is zero a.e in Q. O
To complete the proof of Theorem 5.1, we assume that for (¥, wq, wy) € R(L)*, we have
(Lu’W)Lﬁ(Q) + (l1u, wl)W%,H(O,l] + (lzu, wZ)La(O,l) = O, (515)

then we should show that ¥ = 0, w; = 0, wy = 0. If we put u € D(L) satisfying conditions u(x,0) = 0,

u¢(x,0) = 0 into (5.15), we get
(Lu,‘l’)L%L(Q) =0, YueD(L).

By applying Proposition 4.2 to (5.16), we see that ¥ = 0. Consequently (5.15) becomes

(llu, wl)W%,H(O,l] + (lzu, wZ)L%‘L(O,l) == 0, Vu S D(L).

(5.16)

(5.17)

The fact that the ranges of the trace operators 1; and 1, are respectively dense in the spaces W%/u(O, 1) and

Li(O, 1), we conclude from (5.17) that w; =0, wy = 0, and Theorem 5.1 then follows.

O
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