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#### Abstract

In this work, we investigate the existence of solutions of $p$-Laplacian fractional differential equations with integral boundary value conditions. Using the five functionals fixed point theorem, the existence of multiple positive solutions is obtained for the boundary value problems. An example is also given to illustrate the effectiveness of our main result. © 2016 All rights reserved.
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## 1. Introduction

The equation with $p$-Laplacian operator arises in the modeling of different physical and natural phenomena, non-Newtonian mechanics, nonlinear flow laws and many other branches of engineering. The study of differential equations with $p$-Laplacian operator was initiated by many authors, one may see [1]-[8], [11], [12]-14] and references therein.

In [6], Guo et al. discussed the existences of solution for the following boundary value problems for the $p$-Laplacian equation:

$$
\left(\phi_{p}\left(u^{\prime}(t)\right)\right)^{\prime}+a(t) f(t, u(t))=0, t \in(0,1)
$$

subject to one of the following boundary conditions:

[^0]$$
\phi_{p}\left(u^{\prime}(0)\right)=\sum_{i=1}^{m-2} a_{i} \phi_{p}\left(u^{\prime}\left(\xi_{i}\right)\right), u(1)=\sum_{i=1}^{m-2} b_{i} u\left(\xi_{i}\right)
$$
or
$$
u(0)=\sum_{i=1}^{m-2} a_{i} u\left(\xi_{i}\right), \phi_{p}\left(u^{\prime}(1)\right)=\sum_{i=1}^{m-2} b_{i} \phi_{p}\left(u^{\prime}\left(\xi_{i}\right)\right)
$$

Using the five functionals fixed point theorem, they obtained the existence of multiple (at least three) positive solutions for above boundary value problems.

Chen et al. [3] showed the existence solutions by coincidence degree for the Caputo fractional p-Laplacian equations:

$$
\begin{aligned}
& D_{0^{+}}^{\beta} \phi_{p}\left(D_{0^{+}}^{\alpha} x(t)\right)=f\left(t, x(t), D_{0^{+}}^{\alpha} x(t)\right), 0<t<1 \\
& D_{0^{+}}^{\alpha} x(0)=D_{0^{+}}^{\alpha} x(1)=0
\end{aligned}
$$

where $0<\alpha, \beta \leq 1$ and $1<\alpha+\beta \leq 2, \phi_{p}(s)=|s|^{p-2} s, p>1, f:[0,1] \times R^{2} \rightarrow R$ is continuous, $D_{0^{+}}^{\beta}$ and $D_{0^{+}}^{\alpha}$ are the Caputo fractional derivatives. They used $L u=D_{0^{+}}^{\beta} \phi_{p}\left(D_{0^{+}}^{\alpha} x(t)\right)$ with $D_{0^{+}}^{\alpha} x(0)=D_{0^{+}}^{\alpha} x(1)=0$ and obtained $\operatorname{dim} \operatorname{ker} L=1$.

Zhang et al. [14] discussed the eigenvalue problem for a class of singular p-Laplacian fractional differential equations involving the Riemann-Stieltjes integral boundary conditions

$$
\begin{aligned}
& -D_{t}^{\beta}\left(\phi_{p}\left(D_{t}^{\alpha} x\right)\right)(t)=\lambda f(t, x(t)), t \in(0,1) \\
& x(0)=0, \quad D_{t}^{\alpha} x(0)=0, \quad x(1)=\int_{0}^{1} x(s) \mathrm{d} A(s)
\end{aligned}
$$

where $D_{t}^{\beta}$ and $D_{t}^{\alpha}$ are the standard Riemann-Liouville fractional derivatives with $1<\alpha \leq 2,0<\beta \leq 1$, $A$ is a function of bounded variation and $\int_{0}^{1} x(s) \mathrm{d} A(s)$ denotes the Riemann-Stieltjes integral of $x$ with respect to $A, f(t, x):(0,1) \times(0, \infty) \rightarrow[0, \infty)$ is continuous and may be singular at $t=0,1$ and $x=0$. their results are derived based on the method of upper and lower solutions and the Schauder fixed point theorem.

Motivated by the aforementioned works, this paper is concerned with the existence of positive solutions for the coupled system of $p$-Laplacian fractional differential equations with integral boundary value conditions

$$
\begin{align*}
& D_{0^{+}}^{\beta}\left(\phi_{p}\left(D_{0^{+}}^{\alpha} u(t)\right)\right)+f(t, u(t))=0, t \in(0,1)  \tag{1.1}\\
& \phi_{p}\left(D_{0^{+}}^{\alpha} u(0)\right)^{(i)}=0, i=1,2, \ldots, l-1  \tag{1.2}\\
& \phi_{p}\left(D_{0^{+}}^{\alpha} u(1)\right)=\int_{0}^{1} h(t) \phi_{p}\left(D_{0^{+}}^{\alpha} u(t)\right) \mathrm{d} t  \tag{1.3}\\
& u^{(j)}(0)=0, \quad j=1,2, \ldots, n-1  \tag{1.4}\\
& u(0)=\int_{0}^{1} k(t) u(t) \mathrm{d} t \tag{1.5}
\end{align*}
$$

where $\phi_{p}(u)=|u|^{p-2} u, p>1$. $D_{0^{+}}^{\beta}$ and $D_{0^{+}}^{\alpha}$ are the Caputo fractional derivatives, $l-1<\beta \leq l$, $n-1<$ $\alpha \leq n, l \geq 1, n \geq 1$ and $l+n-1<\alpha+\beta \leq l+n$. Using the five functionals fixed point theorem, the existence of multiple positive solutions is obtained for the aforementioned boundary value problems.

We will suppose the following conditions are satisfied:
$\left(H_{1}\right) k(t), h(t) \in L^{1}[0,1], k(t) \geq 0, h(t) \geq 0,0<\int_{0}^{1} k(t) \mathrm{d} t<1$ and $0<\int_{0}^{1} h(t) \mathrm{d} t<1$;
$\left(H_{2}\right) f(t, u):[0,1] \times[0, \infty) \rightarrow[0, \infty)$ is continuous.

## 2. Background and definitions

For the convenience, we present some necessary basic knowledge and definitions about fractional calculus theory, which can be found in [9, 10].

Definition 2.1. The fractional integral of order $\alpha>0$ of a function $y:(0, \infty) \rightarrow R$ is given by

$$
I_{0+}^{\alpha} y(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) \mathrm{d} s
$$

provided that the right side is pointwise defined on $(0, \infty)$.
Definition 2.2. For a continuous function $y:(0, \infty) \rightarrow R$, the Caputo derivative of fractional order $\alpha>0$ is defined as

$$
D_{0+}^{\alpha} y(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} y^{(n)}(s) \mathrm{d} s
$$

where $n=[\alpha]+1$, provided that the right side is pointwise defined on $(0, \infty)$.
Lemma 2.3. Let $\alpha>0$ and $u \in A C^{N-1}[0,1]$. Then the fractional differential equation $D_{0+}^{\alpha} u(t)=0$ has

$$
u(t)=c_{0}+c_{1} t+c_{2} t^{2}+\ldots+c_{N-1} t^{N-1}, \quad c_{i} \in R, i=1,2, \ldots, N
$$

as the unique solution, where $N$ is the smallest integer greater than or equal to $\alpha$.
Let $K$ be a cone in real Banach space $E$ and $\gamma, \varphi, \theta$ be nonnegative continuous convex functional on $K$ and let $\omega, \psi$ be nonnegative continuous concave functional on $K$. Then for nonnegative numbers $h, a, b, d$ and $c$, we define the following convex sets

$$
\begin{aligned}
P(\gamma, c) & =\{x \in K \mid \gamma(x)<c\} \\
P(\gamma, \omega, a, c) & =\{x \in K \mid a \leq \omega(x), \gamma(x) \leq c\} \\
Q(\gamma, \varphi, d, c) & =\{x \in K \mid \varphi(x) \leq d, \gamma(x) \leq c\} \\
P(\gamma, \theta, \omega, a, b, c) & =\{x \in K \mid a \leq \omega(x), \theta(x) \leq b, \gamma(x) \leq c\} \\
Q(\gamma, \varphi, \psi, h, d, c) & =\{x \in K \mid h \leq \psi(x), \varphi(x) \leq d, \gamma(x) \leq c\} .
\end{aligned}
$$

Theorem 2.4. Let $K$ be a cone in real Banach space E. Suppose there exist nonnegative continuous concave functionals $\omega$ and $\psi$ on $K$, and nonnegative continuous convex functionals $\gamma, \varphi$, and $\theta$ on $K$ such that for some positive numbers $c$ and $m$,

$$
\omega(x) \leq \varphi(x), \text { and }\|x\| \leq m \gamma(x) \text { for all } x \in \overline{P(\gamma, c)}
$$

Suppose further that $T: \overline{P(\gamma, c)} \rightarrow \overline{P(\gamma, c)}$ is completely continuous and there exist $h, d, a, b \geq 0$ with $0<d<a$ such that each of the following is satisfied:
$\left(C_{1}\right)\{x \in P(\gamma, \theta, \omega, a, b, c) \mid \omega(x)>a\} \neq \emptyset$ and $\omega(T x)>a$ for $x \in P(\gamma, \theta, \omega, a, b, c)$,
$\left(C_{2}\right)\{x \in Q(\gamma, \varphi, \psi, h, d, c) \mid \varphi(x)<d\} \neq \emptyset$ and $\varphi(T x)<d$ for $x \in Q(\gamma, \varphi, \psi, h, d, c)$,
$\left(C_{3}\right) \omega(T x)>a$ provided $x \in P(\gamma, \omega, a, c)$ with $\theta(T x)>b$,
$\left(C_{4}\right) \varphi(T x)<d$ provided $x \in Q(\gamma, \varphi, d, c)$ with $\psi(T x)<h$.
Then $T$ has at least three fixed points $x_{1}, x_{2}, x_{3} \in \overline{P(\gamma, c)}$ such that

$$
\varphi\left(x_{1}\right)<d, a<\omega\left(x_{2}\right) \text { and } d<\varphi\left(x_{3}\right) \text { with } \omega\left(x_{3}\right)<a
$$

## 3. Preliminary lemmas

Lemma 3.1. The boundary value problems (1.1) 1.5) has a solution $u(t)$ if and only if $u(t)$ solves the equation

$$
\begin{equation*}
u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
r(s) & =\phi_{q}\left(a_{0}-\frac{1}{\Gamma(\beta)} \int_{0}^{s}(s-\tau)^{\beta-1} f \mathrm{~d} \tau\right)  \tag{3.2}\\
a_{0} & =\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau-\int_{0}^{1} h(t)\left[\int_{0}^{t}(t-\tau)^{\beta-1} f \mathrm{~d} \tau\right] \mathrm{d} t}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}  \tag{3.3}\\
b_{0} & =\frac{\int_{0}^{1} k(t)\left[\int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s\right] \mathrm{d} t}{\Gamma(\alpha)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]} \tag{3.4}
\end{align*}
$$

$\phi_{q}(s)$ is the inverse function of $\phi_{p}(s)$, a.e., $\phi_{q}(s)=|s|^{q-2} s, \quad \frac{1}{p}+\frac{1}{q}=1$.
Proof. From 1.1), we get

$$
D_{0^{+}}^{\beta}\left(\phi_{p}\left(D_{0^{+}}^{\alpha} u(t)\right)\right)=-f(t, u(t))
$$

For $t \in[0,1]$, integrate from 0 to $t$, in view of Lemma 2.3, we have

$$
\phi_{p}\left(D_{0^{+}}^{\alpha} u(t)\right)=-\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-\tau)^{\beta-1} f(\tau, u(\tau)) \mathrm{d} \tau+a_{0}+a_{1} t+\cdots+a_{l-1} t^{l-1}
$$

By (1.2), we obtain $a_{1}=\cdots=a_{l-1}=0$. i.e.,

$$
\begin{equation*}
\phi_{p}\left(D_{0^{+}}^{\alpha} u(t)\right)=-\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-\tau)^{\beta-1} f(\tau, u(\tau)) \mathrm{d} \tau+a_{0} \tag{3.5}
\end{equation*}
$$

From (1.3), we get

$$
a_{0}=\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau-\int_{0}^{1} h(t)\left[\int_{0}^{t}(t-\tau)^{\beta-1} f \mathrm{~d} \tau\right] \mathrm{d} t}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}
$$

In view of 3.5, we have

$$
D_{0^{+}}^{\alpha} u(t)=\phi_{q}\left(a_{0}-\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-\tau)^{\beta-1} f \mathrm{~d} \tau\right)
$$

For $t \in[0,1]$, integrate from 0 to $t$, in view of Lemma 2.3, we get

$$
u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0}+b_{1} t+\cdots+b_{n-1} t^{n-1}
$$

Ву (1.4), we get $b_{1}=\cdots=b_{n-1}=0$. i.e.,

$$
u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0}
$$

From (1.5), we get

$$
b_{0}=\frac{\int_{0}^{1} k(t)\left[\int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s\right] \mathrm{d} t}{\Gamma(\alpha)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}
$$

So we have

$$
u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0}
$$

The proof is complete.

Lemma 3.2. Every solution satisfied in Lemma 3.1 is non-negative and non-decreasing function for all $t \in[0,1]$.
Proof. For $f(t, u(t)) \geq 0, h(t) \geq 0$ and $0<\int_{0}^{1} h(t) \mathrm{d} t<1$, in view of (3.2), we get

$$
\begin{aligned}
r(s) & =\phi_{q}\left(a_{0}-\frac{1}{\Gamma(\beta)} \int_{0}^{s}(s-\tau)^{\beta-1} f \mathrm{~d} \tau\right), \\
& =\phi_{q}\left(\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau-\int_{0}^{1} h(t)\left[\int_{0}^{t}(t-\tau)^{\beta-1} f \mathrm{~d} \tau\right] \mathrm{d} t}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}-\frac{\int_{0}^{s}(s-\tau)^{\beta-1} f \mathrm{~d} \tau}{\Gamma(\beta)}\right) \\
& \geq \phi_{q}\left(\frac{\left(\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau-\int_{0}^{1} h(t)\left[\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau\right] \mathrm{d} t\right.}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}-\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau}{\Gamma(\beta)}\right) \\
& =\phi_{q}\left(\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau}{\Gamma(\beta)}-\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau}{\Gamma(\beta)}\right)=0,
\end{aligned}
$$

thus,

$$
u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0}
$$

is nondecreasing. $u(0)$ is minimum of $u(t)$ for $t \in[0,1]$. In view of $k(t) \geq 0,0<\int_{0}^{1} k(t) \mathrm{d} t<1$, and

$$
u(0)=b_{0}=\frac{\int_{0}^{1} k(t)\left[\int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s\right] \mathrm{d} t}{\Gamma(\alpha)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}
$$

so $u(0) \geq 0$. Thus, we obtain $u(t) \geq 0$ for $t \in[0,1]$. The proof is complete.

## 4. Main results

Let $E$ be the real Banach space $C[0,1]$ with the maximum norm and define the cone $K \subset E$ by $K=\{u \mid u \in E$ and $u(t)$ are non-negative, nondecreasing function on $[0,1]\}$.
Define the operator $T$ on $K$ by

$$
\begin{equation*}
T u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0}, \tag{4.1}
\end{equation*}
$$

where $r(s), b_{0}$, is defined by (3.2) and (3.4). Obviously, $u$ is a solution of equation (1.1)-(1.5) if and only if $u$ is a fixed point of operator $T$. In order to obtain the result, we define the nonnegative continuous concave functionals $\omega, \psi$ and the nonnegative continuous convex functionals $\theta, \varphi, \gamma$ on $K$ by

$$
\begin{align*}
& \omega(u)=\min _{t \in\left[t_{1}, t_{2}\right]} u(t)=u\left(t_{1}\right),  \tag{4.2}\\
& \psi(u)=\min _{t \in\left[\frac{1}{\lambda}, 1\right]} u(t)=u\left(\frac{1}{\lambda}\right),  \tag{4.3}\\
& \theta(u)=\max _{t \in\left[t_{1}, t_{2}\right]} u(t)=u\left(t_{2}\right),  \tag{4.4}\\
& \varphi(u)=\max _{t \in\left[\frac{1}{\lambda}, 1\right]} u(t)=u(1),  \tag{4.5}\\
& \gamma(u)=\max _{t \in[0,1]} u(t)=u(1), \tag{4.6}
\end{align*}
$$

where $0<t_{1}<t_{2}<1,0<\frac{1}{\lambda}<1$. It is easy to see that, for each $u \in K$,

$$
\omega(u)=u\left(t_{1}\right) \leq u(1)=\varphi(u) \text { and }\|u\|=\gamma(u) .
$$

Now, for the convenience, we introduce the following notations. Let

$$
\begin{aligned}
& e_{1}=\frac{1}{\Gamma(\alpha+1)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}, \\
& e_{2}=\frac{1}{\Gamma(\beta+1)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}, \\
& e_{3}=\frac{t_{1}^{\alpha}}{\Gamma(\alpha+1)}+\frac{\int_{0}^{1} k(t) t^{\alpha} \mathrm{d} t}{\Gamma(\alpha+1)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}, \\
& e_{5}=\frac{1-\left(1-\frac{1}{\lambda}\right)^{\beta}}{\Gamma(\beta+1)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}, \\
& e_{4}=\frac{\int_{t_{1}}^{t_{2}} h(t)\left((1-t)^{\beta}-\left(1-t_{2}\right)^{\beta}\right) \mathrm{d} t}{\Gamma(\beta+1)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}, \\
& e_{6}=\frac{\left(1-\frac{1}{\lambda}\right)^{\beta}}{\Gamma(\beta+1)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}, \\
& e_{7}=\left(\frac{t_{1}}{t_{2}}\right)^{\alpha}, \\
& e_{8}=\lambda^{\alpha} .
\end{aligned}
$$

The following theorem is main result in this paper.
Theorem 4.1. Suppose that the conditions $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. In addition, assume there exist nonnegative numbers $d, a$ and $c$ such that $0<h<e_{8} h \leq d<a<\frac{a}{e_{7}} \leq b \leq c$, and $f(t, u)$ satisfies the following growth conditions:
$\left(H_{3}\right) f(t, u) \leq \frac{1}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right)$, for $t \in[0,1]$ and $u \in[0, c]$,
$\left(H_{4}\right) f(t, u)>\frac{1}{e_{4}} \phi_{p}\left(\frac{a}{e_{3}}\right)$, for $t \in\left[t_{1}, t_{2}\right]$ and $u \in[a, b]$,
(H5) $f(t, u)<\frac{\phi_{p}\left(\frac{d}{e_{1}}\right)-\frac{e_{2}}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right)}{e_{6}}$, for $t \in\left[\frac{1}{\lambda}, 1\right]$ and $u \in[h, d]$.
Then the boundary value problems (1.1)-1.5) have at least three positive solutions $u_{1}, u_{2}$ and $u_{3}$ such that

$$
\begin{gathered}
\left\|u_{i}\right\|<c, \text { for } i=1,2,3, \\
\left\|u_{1}\right\|<d, a<\omega\left(u_{2}\right), \text { and }\left\|u_{3}\right\|>d, \omega\left(u_{3}\right)<a .
\end{gathered}
$$

Proof. First, we show that $T: \overline{P(\gamma, c)} \rightarrow \overline{P(\gamma, c)}$ is a completely continuous operator.
Let $u \in K$, in view of (4.1], we have $T u(t)$ are nonnegative and nondecreasing, consequently, $T: K \rightarrow K$. Applying the Arzela-Ascoli Theorem and standard arguments, we conclude that $T$ is a completely continuous operator. If $u \in \overline{P(\gamma, c)}$, in view of 4.1), we have

$$
T u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0},
$$

so $\|T u\|=T u(1)$, where $r(s)$ and $b_{0}$ are defined in (3.2) and (3.4). By (3.2) and condition $\left(H_{3}\right)$, we have

$$
\begin{aligned}
r(s) & =\phi_{q}\left(a_{0}-\frac{1}{\Gamma(\beta)} \int_{0}^{s}(s-\tau)^{\beta-1} f \mathrm{~d} \tau\right) \leq \phi_{q}\left(\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \\
& \leq \phi_{q}\left(\frac{1}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right) \frac{\int_{0}^{1}(1-\tau)^{\beta-1} \mathrm{~d} \tau}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right)=\phi_{q}\left(\frac{1}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right) \frac{1}{\Gamma(\beta+1)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right)=\frac{c}{e_{1}} .
\end{aligned}
$$

By (4.1), we have

$$
T u(1)=\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0}
$$

$$
\begin{aligned}
& =\frac{\int_{0}^{1}(1-s)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+\frac{\int_{0}^{1} k(t)\left[\int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s\right] \mathrm{d} t}{\Gamma(\alpha)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]} \\
& \leq \frac{c}{e_{1}}\left(\frac{1}{\Gamma(\alpha+1)}+\frac{\int_{0}^{1} k(t) \mathrm{d} t}{\Gamma(\alpha+1)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}\right) \\
& =\frac{c}{e_{1}}\left(\frac{1}{\Gamma(\alpha+1)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}\right)=c .
\end{aligned}
$$

Thus, $\|T u\| \leq c$. Consequently, we show $T: \overline{P(\gamma, c)} \rightarrow \overline{P(\gamma, c)}$.
Next, we show that conditions $\left(C_{1}\right)-\left(C_{4}\right)$ in Theorem 2.4 are satisfied for $T$. It is easy to see that

$$
\begin{aligned}
& \{u \in P(\gamma, \theta, \omega, a, b, c) \mid \omega(u)>a\} \neq \emptyset, \\
& \{u \in Q(\gamma, \varphi, \psi, h, d, c) \mid \varphi(u)<d\} \neq \emptyset .
\end{aligned}
$$

To prove that the second part of condition $\left(C_{1}\right)$ holds, let $u \in P(\gamma, \theta, \omega, a, b, c)$, in view of 4.2) and (4.4), we get

$$
\omega(u)=u\left(t_{1}\right) \geq a, \quad \theta(u)=u\left(t_{2}\right) \leq b .
$$

It implies that $a \leq u(t) \leq b$ for $t \in\left[t_{1}, t_{2}\right]$. From (3.2) and condition $\left(H_{4}\right)$, we get

$$
\begin{aligned}
r(s) & =\phi_{q}\left(a_{0}-\frac{1}{\Gamma(\beta)} \int_{0}^{s}(s-\tau)^{\beta-1} f \mathrm{~d} \tau\right) \geq \phi_{q}\left(a_{0}-\frac{1}{\Gamma(\beta)} \int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau\right) \\
& =\phi_{q}\left(\frac{\int_{0}^{1} h(t) \mathrm{d} t \cdot \int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau-\int_{0}^{1} h(t) \int_{0}^{t}(t-\tau)^{\beta-1} f \mathrm{~d} \tau \mathrm{~d} t}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \\
& \geq \phi_{q}\left(\frac{\int_{0}^{1} h(t) \int_{t}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau \mathrm{~d} t}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \geq \phi_{q}\left(\frac{\int_{t_{1}}^{t_{2}} h(t) \int_{t}^{t_{2}}(1-\tau)^{\beta-1} f \mathrm{~d} \tau \mathrm{~d} t}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \\
& >\phi_{q}\left(\frac{\phi_{p}\left(\frac{a}{e_{3}}\right)}{e_{4}} \frac{\int_{t_{1}}^{t_{2}} h(t) \int_{t}^{t_{2}}(1-\tau)^{\beta-1} \mathrm{~d} \tau \mathrm{~d} t}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \\
& \geq \phi_{q}\left(\frac{\phi_{p}\left(\frac{a}{e_{3}}\right)}{e_{4}} \frac{\int_{t_{1}}^{t_{2}} h(t)\left((1-t)^{\beta}-\left(1-t_{2}\right)^{\beta}\right) \mathrm{d} t}{\Gamma(\beta+1)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \geq \frac{a}{e_{3}} .
\end{aligned}
$$

By (4.1), we have

$$
\begin{aligned}
T u\left(t_{1}\right) & =\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} r(s) \mathrm{d} s+b_{0} \\
& =\frac{\int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+\frac{\int_{0}^{1} k(t)\left[\int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s\right] \mathrm{d} t}{\Gamma(\alpha)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]} \\
& >\frac{a}{e_{3}}\left(\frac{\int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} \mathrm{~d} s}{\Gamma(\alpha)}+\frac{\int_{0}^{1} k(t)\left[\int_{0}^{t}(t-s)^{\alpha-1} \mathrm{~d} s\right] \mathrm{d} t}{\Gamma(\alpha)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{a}{e_{3}}\left(\frac{t_{1}^{\alpha}}{\Gamma(\alpha+1)}+\frac{\int_{0}^{1} k(t) t^{\alpha} \mathrm{d} t}{\Gamma(\alpha+1)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}\right) \\
& =a
\end{aligned}
$$

Thus, in view of (4.2), we get $\omega(T u)=T u\left(t_{1}\right)>a$.
To show that the second part of condition $\left(C_{2}\right)$ holds, let $u \in Q(\gamma, \varphi, \psi, h, d, c)$, in view of 4.3) and (4.5), we get

$$
\psi(u)=u\left(\frac{1}{\lambda}\right) \geq h, \quad \varphi(u)=u(1) \leq d
$$

It implies that $h \leq u(t) \leq d$ for $t \in\left[\frac{1}{\lambda}, 1\right]$, and $0 \leq u \leq c$ for $t \in[0,1]$. In view of conditions $\left(H_{3}\right),\left(H_{5}\right)$ and (3.2), we get

$$
\begin{aligned}
r(s) & =\phi_{q}\left(a_{0}-\frac{1}{\Gamma(\beta)} \int_{0}^{s}(s-\tau)^{\beta-1} f \mathrm{~d} \tau\right) \leq \phi_{q}\left(a_{0}\right) \\
& =\phi_{q}\left(\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau-\int_{0}^{1} h(t)\left[\int_{0}^{t}(t-\tau)^{\beta-1} f \mathrm{~d} \tau\right] \mathrm{d} t}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \\
& \leq \phi_{q}\left(\frac{\int_{0}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \leq \phi_{q}\left(\frac{\int_{0}^{\frac{1}{\lambda}}(1-\tau)^{\beta-1} f \mathrm{~d} \tau}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}+\frac{\int_{\frac{1}{\lambda}}^{1}(1-\tau)^{\beta-1} f \mathrm{~d} \tau}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \\
& <\phi_{q}\left(\frac{1}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right) \frac{\int_{0}^{\frac{1}{\lambda}}(1-\tau)^{\beta-1} \mathrm{~d} \tau}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}+\frac{\phi_{p}\left(\frac{d}{e_{1}}\right)-\frac{e_{5}}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right)}{e_{6}} \frac{\int_{\frac{1}{\lambda}}^{1}(1-\tau)^{\beta-1} \mathrm{~d} \tau}{\Gamma(\beta)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \\
& \leq \phi_{q}\left(\frac{1}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right) \frac{1-\left(1-\frac{1}{\lambda}\right)^{\beta}}{\Gamma(\beta+1)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}+\frac{\phi_{p}\left(\frac{d}{e_{1}}\right)-\frac{e_{5}}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right)}{e_{6}} \frac{\left(1-\frac{1}{\lambda}\right)^{\beta}}{\Gamma(\beta+1)\left[1-\int_{0}^{1} h(t) \mathrm{d} t\right]}\right) \\
& =\frac{d}{e_{1}} .
\end{aligned}
$$

By (4.1), we have

$$
\begin{aligned}
T u(1) & =\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} r(s) \mathrm{d} s+b_{0} \\
& =\frac{\int_{0}^{1}(1-s)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+\frac{\int_{0}^{1} k(t)\left[\int_{0}^{t}(t-s)^{\alpha-1} r(s) \mathrm{d} s\right] \mathrm{d} t}{\Gamma(\alpha)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]} \\
& <\frac{d}{e_{1}}\left(\frac{\int_{0}^{1}(1-s)^{\alpha-1} \mathrm{~d} s}{\Gamma(\alpha)}+\frac{\int_{0}^{1} k(t)\left[\int_{0}^{t}(t-s)^{\alpha-1} \mathrm{~d} s\right] \mathrm{d} t}{\Gamma(\alpha)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}\right) \\
& =\frac{d}{e_{1}}\left(\frac{1}{\Gamma(\alpha+1)}+\frac{\int_{0}^{1} k(t) \mathrm{d} t}{\Gamma(\alpha+1)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}\right) \\
& =\frac{d}{e_{1}}\left(\frac{1}{\Gamma(\alpha+1)\left[1-\int_{0}^{1} k(t) \mathrm{d} t\right]}\right)=d .
\end{aligned}
$$

So, we have $\varphi(T u)=T u(1)<d$. To see that $\left(C_{3}\right)$ is satisfied, let $u \in P(\gamma, \omega, a, c)$ with $\theta(T u)>b$, that is, $T u\left(t_{2}\right)>b$. By 4.1), we have

$$
T u\left(t_{1}\right)=\frac{\int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+b_{0}
$$

For

$$
\frac{\int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} r(s) \mathrm{d} s}{\int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} r(s) \mathrm{d} s}=\frac{t_{1}^{\alpha} \int_{0}^{1}(1-v)^{\alpha-1} r\left(t_{1} v\right) \mathrm{d} v}{t_{2}^{\alpha} \int_{0}^{1}(1-v)^{\alpha-1} r\left(t_{2} v\right) \mathrm{d} v} \geq \frac{t_{1}^{\alpha}}{t_{2}^{\alpha}}=e_{7},
$$

so, we get

$$
T u\left(t_{1}\right) \geq \frac{e_{7} \int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+b_{0} \geq e_{7}\left\{\frac{\int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+b_{0}\right\}=e_{7} T u\left(t_{2}\right) .
$$

Thus, we have

$$
\omega(T u)=T u\left(t_{1}\right) \geq e_{7} T u\left(t_{2}\right)>e_{7} b \geq a .
$$

Finally, to show $\left(C_{4}\right)$, we take $u \in Q(\gamma, \varphi, d, c)$ with $\psi(T u)<h$, that is $T u\left(\frac{1}{\lambda}\right)<h$. By 4.1), we have

$$
T u(1)=\frac{\int_{0}^{1}(1-s)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+b_{0} .
$$

For

$$
\frac{\int_{0}^{1}(1-s)^{\alpha-1} r(s) \mathrm{d} s}{\int_{0}^{\frac{1}{\lambda}}\left(\frac{1}{\lambda}-s\right)^{\alpha-1} r(s) \mathrm{d} s}=\frac{\int_{0}^{1}(1-s)^{\alpha-1} r(s) \mathrm{d} s}{\left(\frac{1}{\lambda}\right)^{\alpha} \int_{0}^{1}(1-v)^{\alpha-1} r\left(\frac{v}{\lambda}\right) \mathrm{d} v} \leq \lambda^{\alpha}=e_{8},
$$

thus, we have

$$
T u(1) \leq \frac{e_{8} \int_{0}^{\frac{1}{\lambda}}\left(\frac{1}{\lambda}-s\right)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+b_{0} \leq e_{8}\left\{\frac{\int_{0}^{\frac{1}{\lambda}}\left(\frac{1}{\lambda}-s\right)^{\alpha-1} r(s) \mathrm{d} s}{\Gamma(\alpha)}+b_{0}\right\} \leq e_{8} T u\left(\frac{1}{\lambda}\right)
$$

Therefore, the hypotheses of Theorem 2.4 are satisfied. So the boundary value problems (1.1)-(1.5) have at least three positive solutions $u_{1}, u_{2}$ and $u_{3}$ such that

$$
\begin{gathered}
\left\|u_{i}\right\|<c \text { for } i=1,2,3, \\
\left\|u_{1}\right\|<d, a<\omega\left(u_{2}\right) \text { and }\left\|u_{3}\right\|>d, \omega\left(u_{3}\right)<a .
\end{gathered}
$$

The proof is complete.

## 5. Example

In this section, we present a simple example to explain our result.
Consider the following boundary value problems

$$
\left\{\begin{array}{l}
D_{0^{+}}^{0.82}\left(\phi_{p}\left(D_{0^{+}}^{0.7} u(t)\right)\right)+f(t, u(t))=0, t \in(0,1) \\
\phi_{p}\left(D_{0^{+}}^{0.7} u(1)\right)=\int_{0}^{1}(1-t)^{0.11} \phi_{p}\left(D_{0^{+}}^{0.7} u(t)\right) \mathrm{d} t \\
u(0)=\int_{0}^{1} t^{0.1} u(t) \mathrm{d} t
\end{array}\right.
$$

where

$$
f(t, u)=\left\{\begin{array}{lll}
0.2, & t \in[0,1], & 0 \leq u \leq 105 \\
3(u-105)+0.2, & t \in[0,1], & 105<u \leq 106 \\
3.2+0.1 \sqrt{u-106}, & t \in[0,1], & 106<u \leq 870 \\
3.2+0.1 \sqrt{764}, & t \in[0,1], & 870<u
\end{array}\right.
$$

And we notice that $\alpha=0.7, \beta=0.82$. If we take $t_{1}=0.05, t_{2}=0.99, \lambda=10$, then $0<t_{1}<t_{2}<1$.
It follows from a direct calculation that

$$
\begin{aligned}
& e_{1}=12.106009, \quad e_{2}=10.771129, \quad e_{3}=6.860732, \quad e_{4}=4.845449 \\
& e_{5}=0.891513, \quad e_{6}=9.879617, \quad e_{7}=0.123690, \quad e_{8}=5.001872
\end{aligned}
$$

In addition, if we take $p=2, h=1, d=105, a=106, b=870$, and $c=920$, if $f(t, u)$ satisfies the following growth conditions:

$$
\begin{array}{lll}
f(t, u) \leq \frac{1}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right)=7.055464, & t \in[0,1], & u \in[0,920] \\
f(t, u)>\frac{1}{e_{4}} \phi_{p}\left(\frac{a}{e_{3}}\right)=3.188610, & t \in[0.05,0.99], u \in[106,870] \\
f(t, u)<\frac{\phi_{p}\left(\frac{d}{e_{1}}\right)-\frac{e_{5}}{e_{2}} \phi_{p}\left(\frac{c}{e_{1}}\right)}{e_{6}}=0.241238, & t \in[0.1,1], & u \in[1,105]
\end{array}
$$

then all conditions of Theorem 4.1 are satisfied. Therefore, by Theorem 4.1, we know that the boundary value problems have at least three positive solutions $u_{1}, u_{2}$ and $u_{3}$ such that

$$
\begin{gathered}
\left\|u_{i}\right\|<920 \text { for } i=1,2,3 \\
\left\|u_{1}\right\|<105, \omega\left(u_{2}\right)>106, \text { and }\left\|u_{3}\right\|>105, \omega\left(u_{3}\right)<106 .
\end{gathered}
$$

## Acknowledgements:

The project is supported by the Science Foundation of Hebei University of Science and Technology(XL201144).

## References

[1] G. Chai, Positive solutions for boundary value problem of fractional differential equation with p-Laplacian operator, Bound. Value Probl., 2012 (2012), 20 pages. 1
[2] T. Chen, W. Liu, An anti-periodic boundary value problem for the fractional differential equation with a pLaplacian operator, Appl. Math. Lett., 25 (2012), 1671-1675.
[3] T. Chen, W. Liu, Z. Hu, A boundary value problem for fractional differential equation with p-Laplacian operator at resonance, Nonlinear Anal., 75 (2012), 3210-3217. 1
[4] X. Feng, H. Feng, H. Tan, Existence and iteration of positive solutions for third-order Sturm-Liouville boundary value problems with p-Laplacian, Appl. Math. Comput., 266 (2015), 634-641.
[5] J. R. Graef, S. Heidarkhani, L. Kong, Multiple solutions for systems of Sturm-Liouville boundary value problems, Mediterr. J. Math., 2015 (2015), 16 pages.
[6] Y. Guo, Y. Ji, X. Liu, Multiple positive solutions for some multi-point boundary value problems with p-Laplacian, J. Comput. Appl. Math., 216 (2008), 144-156. 1
[7] Y. Li, S. Lin, Positive solution for the nonlinear Hadamard type fractional differential equation with p-Laplacian, J. Funct. Spaces Appl., 2013 (2013), 10 pages.
[8] S. K. Ntouyas, S. Etemad, On the existence of solutions for fractional differential inclusions with sum and integral boundary conditions, Appl. Math. Comput., 266 (2015), 235-243. 1
[9] I. Podlubny, Fractional differential equations, mathematics in science and engineering, Academic Press, San Diego, CA, (1999). 2
[10] S. G. Samko, A. A. Kilbas, O. I. Marichev, Fractional integrals and derivatives: theory and applications, Gordon and Breach, Switzerland, (1993).2
[11] B. Sun, W. Ge, Existence and iteration of positive solutions to a class of Sturm-Liouville-like p-Laplacian boundary value problems, Nonlinear Anal., 69 (2008), 1454-1461. 1
[12] Y. Wang, L. Liu, Y. Wu, Extremal solutions for p-Laplacian fractional integro-differential equation with integral conditions on infinite intervals via iterative computation, Adv. Difference Equ., 2015 (2015), 14 pages. 1
[13] X. Zhang, M. Feng, Existence of a positive solution for one-dimensional singular p-Laplacian problems and its parameter dependence, J. Math. Anal. Appl., 413 (2014), 566-582.
[14] X. Zhang, L. Liu, B. Wiwatanapataphee, Y. Wu, The eigenvalue for a class of singular p-Laplacian fractional differential equations involving the Riemann-Stieltjes integral boundary condition, Appl. Math. Comput., 235 (2014), 412-422. 1


[^0]:    *Corresponding author
    Email addresses: mathhong@126.com (Yunhong Li), lgg-2000@163.com (Guogang Li)

