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Abstract

In this paper, we establish the solvability for integral boundary value problems of fractional differential
equation with the nonlinear term dependent in a fractional derivative of lower order on infinite intervals.
The existence and uniqueness of solutions for the boundary value problem are proved by means of the
Schauder’s fixed point theorem and Banach’s contraction mapping principle. Finally, we give two examples
to demonstrate the use of the main results. (©2016 All rights reserved.
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1. Introduction

Boundary value problems on infinite intervals appear often in applied mathematics and physics. More
examples and a collection of works on the existence of solutions of Boundary value problems on infinite
intervals for differential, difference and integral equations may be found in the monographs [} [15]. For some
works and various techniques dealing with such boundary value problems, see [2, 5] [7, 13, 2], 22, 23], 26]
and the references therein.

The fractional differential equation has emerged as a new branch in the field of differential equations for
their deep back grounds. For an extensive collection of such results, we refer the readers to the monographs
[9, 11} 16 I7]. There has been a significant development in nonlocal problems for fractional differential
equations or inclusions, see [3|, 4, [8, 10} 12} 14, 19, 20|, 24 27] and the references therein.
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Boundary value problems for fractional differential equations on infinite intervals have been considered
widely and there are some excellent results on the existence of solutions, see [0 [I8, 25] and the references
therein. However, to our knowledge, it is rare for works to be done on the solutions for integral boundary
value problems (IBVPs) of fractional differential equations on infinite interval.

Recently, in [18], X. Su and S. Zhang considered the BVP:

{ D ult) = f(t, U( ), Dy tu(t),  te€J = 0,+00),
u(0) =0, Dg- Lu(00) = e, Uso € R,

where 1 < a <2, f € C(JxRxR,R),Dg, and Dy, ! are the standard Riemann-Liouville fractional
derivatives. The existence of unbounded positive solutions was obtained by the Schauder’s fixed point
theorem on unbounded domain.

Motivated by the work above, in this paper, we will discuss the following IBVP:

D () ﬂtM)Dﬁww) e
{u(%)—O, DEu(o0) = [ g(pult)dt, (1.1)

where J = [0,+00), 1 <a <2, feC(JxRxR,R), n>0, g(t) € L'[0,+o0) andf+°° t)te~tdt < T'(a),

D§, and Dy ! are the standard Riemann-Liouville fractional derivatives and Dy Yu(oo) = . 1121Oo Dy Lu(t).

We deal with the existence and uniqueness of solutions for BVP (|1.1)) by using the Schauder’s fixed
point theorem and Banach’s contraction mapping principle and obtain multiplicity results which extend and
improve the known results.

2. Preliminary results

In this section, we introduce definitions and preliminary facts which are used throughout paper. Follow-
ing, let us recall some basic concepts of fractional calculus, see [9, [16] [17] and the references therein.

Definition 2.1. The Riemann-Liouville fractional integral of order § > 0 of a function f(t) is defined by

t
B0 = 155 [ = @as e

provided that the right-hand side is pointwise defined.
It is well known that I°, f(a) = 0, for f(t) € C[a,b],6 > 0 and I, : C[a,b] — Cl[a,b] for § > 0.

Definition 2.2. The Riemann-Liouville fractional derivative of order 6 > 0 of a function f(t) is defined by

Dist = () s = ot () [ s, e

where n is the smallest integer greater than or equal to &, provided that the right-hand side is pointwise
defined. In particular, for 6 =n, D", f(t) = F(t).

Lemma 2.3 ([9]). In this work, we need the following composition relations:
(a) D3I f(t)=f(t), 650, f(t)€ L', +00);
(b) D3I f) =T °f(6), v>3>0,  f(t) € L'[0,+00).
Definition 2.4 ([I3]). It holds that f : [0,00) x R? — R is called an S-Carathéodory function if and only if
(i) for each (u,v) € R%, t € f(t,u,v) is measurable on [0, 00);

(ii) for almost every ¢ € [0,00), (u,v) > f(t,u,v) is continuous on R?;
(iii) for each r > 0, there exist ¢,(t) € L*[0,00), ¢,(t) > 0 on [0, 00) such that max{|u|,|v|} < r implies

[f(t,u,0)] < @r(t), for ae. te0,00).
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Lemma 2.5 ([I8]). For § > 0, the equation D%, x(t) = 0 is valid if and only if, z(t) = Yt — ),
where c; € R, j=1,2,---,n are arbitrary constants and n is the smallest integer greater than or equal to

J.

Lemma 2.6. Let y(t) € L'[0,+00) and fn+°° g(t)t*1dt # T'(a), then IBVP

{ Dy.u(t) =y(t), tel (2.1)

u(0) =0, Dgtu(oo) = [7 g(t)u(t)dt,

has a unique soltuion

+oo
u(t) = ; G(t, s)y(s)ds,
where
Gt s) = !
T T(@)(T(a) - [, g(tytedr)

[H(n,5) = T()]t*~ + (T(a) = [,7 g(t)tdt) (t — 5)° 77, s <t,

[H(n,s) — T(a)]t* 1, s>,
and

S g — s, s <,
S5t —s)27tdt, s>,

H(n,s) = {
Proof. We may apply Lemma to reduce the differential equation in (2.1) to the integral equation

1 t
u(t :clto‘1+czta2+/ t — ) Ly(s)ds.
() o e

In accordance with Lemma Lemma [2.5( and the relation D~ lte=1 = I'(a), we have
t
Dg‘jlu(t) =cI'(a) —|—/ y(s)ds.
0

The boundary condition in (2.1 imply that co = 0 and

_ o H(n, s)y(s)ds — T(a) [, y(s)ds
D(a)(T(a) = B [,7 g(t)to—"dt)

C1 9

where

Hence,

() — Jo " H O 9)yl)ds — (@) [ ys)ds 0y 1

+oo
= G(t,s)y(s)ds.
0

This proof is complete. O
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Lemma 2.7. Let [" g(t)t*~1dt < T'(a),then

2ta—1
— [," g(t)te—tdt

|G(t,s)] < (2.2)

Proof. Obviously, it holds
0 < H(n,s) < / +°° g(t)t*dt,
therefore, when s < t, then '
IG(t,s) (f," g(t)t*~ 1dt+r(a))ta L4 (T(a) = [ g(e)totdeyeet
Il < T'(a)(T(a f+°° tyto—Ldt)
2t°‘_1
— [ g(tyte—tdt

Obviously, when s > t, . ) holds. This proof is complete. O

Remark 2.8. By Lemma it is easy to get

+oo
nglu(t) = G1(t, s)y(s)ds,
0

where
1 — [ getdt, s <t
— [, gyt (n,s) - F<a>, s>t

and if f+oo t)t*ldt < T'(«), then

(;1(t,8)

2l (o)

Gi(t,s)| <
6169 € s e

(2.3)

Define the spaces by

|u(?)]

X ={u(t) € C(J,R) : sup e

teg 1
Coo = {u(t) € X : DG Lu(t) € C(J,R), sup \Dg‘jlu(t)] < +oo},
teJ

< 400},

and the norm ||uly = sup 2O ul| = max{sup WL sup | DS u(t)]}-
teJ

1+t 1

Lemma 2.9 ([I§]). (X, |- ||x) and (Cx, || - ||) are Banach spaces.

Define operator T : Coy — Co,

+o0o
Tu(t) := ; G(t, s)f(s,u(s),Dgflu(s))ds, (2.4)

and

oo ,5)f(s,u(s), DY tu(s))ds — T +°° s,u(s), D> Tu(s))ds
bty = B 000, ”}m o) ) 5 o0

/ f(s,u(s), D Yu(s))ds (2.5)

= ; Gl(t, s)f(s,u(s),nglu(s))ds.
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In this paper, our basic space is C. Note that the Arzela-Ascoli theorem fails to work in Cy,. Therefore,
we need the following compactness criterion.

Lemma 2.10 ([I8]). Let Z C Y be a bounded set, then Z is relatively compact in 'Y if the following
conditions hold:

i) For any u(t) € Z, o1 an u(t) are equicontinuous on any compact interval of J;
) F t)eZ, o4 and DA u(t jconti t interval of J
(ii) Given € > 0, there exists a constant T = T'() > 0 such that

’ u(t) _ u(ts)
T+t 147!

and | Do Yu(ty) — nglu(t2)| <e
for any t1,to > T and u(t) € Z.

3. Main results

In this section, we apply fixed point theorem to IBVP (|L.1)). First, we give the uniqueness result based
on Banach’s contraction mapping principle.

Theorem 3.1. Let f : J x R?> = R be an S-Caratheodory function and there exist Ly(t), La(t) € L'[0, 4+00)
such that

|f(t,ur,v1) = f(t,ug,v2)| < La(t)|ur — ug| + La(t)|vr — va|, t €1, (u1,v1),(uz,v2) € R?.
In addition, suppose that A < 1 holds, where

2

+oo
A= g 1dt/ (1 + 42 Ly (8) + Lo(t)]dt.

Then IBVP (L.1)) has a unique solution.

Proof. Let us choose

> 2f+oo
" f+°° tyte=ldt — 2 [F°[(1 + to= 1) Ly (t) + La(t)]dt

Now, we show that T B, C B,, where B, = {u € C : |lu]| < r}.
For each u € B;, we have

U Hee
IT@N:/ 1L f(s,u(s). D= u(s)) | ds

1+t 1 1+ to1
+o0o
fjo e AUCEION: O
2 e a—1
S s [ |69, 25 06 - 105,000+ 1766,0.0 ] s
2 e a—1 oo
S = G AN G CICRS S A M)
§T7
and oT(a oo
D57 Tul)] < f+oi) [ (). D ) < T <
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Hence, we obtain that ||Tu|| < r, so TB, C B,.
Next, for u,v € C« and for each ¢t € J, we have

Tu(t) To(t) 1 +o0 - N
Tt Trget| =Tt ), Clhs)(flsuls) D tu(s) = fls v(s), DEe(s))ds
2 +o0 ol R ailv ) )
* o) - fnJrOOg(t)t“—ldt/o [F(su(s), DG u(s)) = (s, v(s), D v(s))Id
2 +o0
< N f77+oo g(t)to—1dt /0 [L1(s)|U1(s) — ua(s)| + La(s)|vi(s) — v2(5)|] ds
2

+o0
a—1 -
= (o) — [, g(tyte—1dt /O [(T+ 27 La(t) + La(t)]dt][u — o]

< Aflu = || < [Ju =],
and

+o0
Ga(t, s)(f (s, u(s), DGi tu(s)) — f(s,0(s), DG o(s)))ds

2I'(«v)
<
(o) — [, g(t)te1dt
<T(a)[|lu =l < [Ju—vl].

|DYT M Tu(t) — DS To(t)| =

0

+oo
/0 |f(s,u(s), Dy uls)) — f(s,v(s), DT v(s))|ds

Therefore, we obtain that ||Tu — Tv|| < ||lu —v||, T is a contraction map. Thus, the conclusion of the
theorem follows by Bananch’s contraction mapping principle. [ O

The next existence result is based on the Schauder’s fixed-point theorem.

Theorem 3.2. Assume that there exists nonnegative functions p(t),q(t),r(t) € L'(J, RT) with t* 1p(t) €
LY(J,RY) such that
[f(t,u,0)| < p()]ul + q(B)]o] +r(t), ted, (uv)e R (3.1)

Then BVP (1.1)) has at least one solution provided

D(a) = [, g(t)t>tdt
5 .

+oo
/ [(1 +tDp(t) + q(t) |dt <
0

Proof. First of all, by the continuity of f, we can conclude that T'u(t) and D~ 'Tu(t) are continuous on J.
In what follows, we divide the proof into several steps.
Setp 1. Choose

B> 2f0+o° r(s)ds
T D) = [" gt tdt — 2 [(FO[(1 4 52 1)p(s) + q(s)]ds

and let
U={u(t) € Cx : |u|] < R}.

Then, T:U — U.
Indeed, for any u(t) € U, by (2.2)-(2.5) and the condition of Theorem we can get

[ Tu(t)] 2
TS T
L8707 D(a) - [ g(t)tetat

+o00
/0 (s, u(s), D25 u(s))|ds
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2 +oo -
= F(a)—fn+oog(t)taldt/o [p(8>’“<3>‘+q<8>!Do+ u<s>r+r<s>] ds
2 +oo ot too
< D) — [ glt)retde |:HU||/O [(1+ s ")p(s) + q(s)]ds +/0 T’(S)ds]
<R,
and
a—1 2F(a) oo -
DS Tu(t)] < I‘(oz)—fn+oog(t)t0‘—1dt/o £ (s, u(s), D27 u(s))|ds
2T («) +00 - oo
< D(a) — fn+oo g(t)to—1dt [/0 [(1+5%)p(s) + q(s)]ds —|—/0 T(S)ds}
<T'()R<R.

Hence, ||Tu|| < R and this show that 7': U — U.
Setp 2. T': U — U is continuous operator.

Let up,u e U, n=1,2,---, and ||u, — u|| = 0 as n — oco. Then by by (2.2))-(2.5)) and the condition of
Theorem we obtain that

Tun(t) Tu(t)

14ttt 14l

1 +o00 o _
=Tr|), Gt un(s) Df Mun(s)) = (s uls), Dy u(s))ds
2 400 ot -
— F(a) _ fn+oog(t)taldt/0 |f(87 uTL(S);D0+ un(s)) - f(s,u(s)’D0+ u(s))’ds

2 +o0 - +oo .
- F(Oé)—fnJroog(t)taldt[/() (500, D ()lds + [ 1) DG (o))

2 +o00 ol oo
< T(a)— fn+°°g(t)t0‘—1dt [Iunll/0 (14 s Y)p(s) +q(3)]d5_|_/0 r(s)ds

+00 +oo
44WHA [u+ﬂw4m@)+¢@us+ﬁ m@@}

AR I+ 5 p(s) + a(s)lds + 4 f" r(s)ds
- () = [, g(tyte—tdt ’

and
(DS Tun(t) — DT Tu(h)

2l ()
D(a) = [ g(tyte—1dt

4F(a) +00 ol Lo
Sr(a)—f:mga)tmdt[R/o (1 pls) +atolds + [ r(sjs]

Therefore, by Lebesgue’s dominated convergence theorem, we have ||Tu,, — Tu|| — 0 as n — oco. Hence, T
is continuous.

Setp 3. Let V be a subset of U. We apply Lemma to verify that T'V is relatively compact.

<

+o0o
/0 £ (s, un(s), DG un(s)) = f(s,u(s), Dgi u(s)) ds
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Let I € J be a compact interval, ¢1,to € I and ¢t; < to. Then for any u(t) € V, it is easy to know
t,u(t), D% 1u(t)) is bounded on I, so we can obtain that
o+

TU(tQ) o Tu(tl)
IR

o H(n,s) f(s,u(s), Dgy tuls))ds = T(a) o7 f(s,u(s), Dyituls))ds

a—1 a—1
= t2 a—1 tl a—1
T(a [ — [, gltyee- 1dt] 1415 1+
1 to (t2 _ S)a—l _1 /tl (tl _ S)a—l =
+ ) , D u(s))ds — ————f(s,u(s), DS "u(s))ds
F(Oé) /0 1 _|_t§v—1 f(S U(S) 0+ ( )) 0 1 +t?_1 f( ( ) o+ ( ))
- o " H(n,s)|f(s,u(s), Dgi u(s))|ds + T(a) [o [f(s,uls), Dy tuls)|ds| 5" 9!
- a—1 a—1
F |: f—‘roo ta 1dt:| 1+t2 1+t1
Lo [T ta—s)"  (—s)*" 1
+ — s,u(s), D u(s))|ds
(o) /0 1+t 148! (5. u(s), D "u(s))
1 t2 (tz — S)a_l 1
+ s,u(s), DS u(s))ds
Moy | g M), D)
2 [R fo+°°[(1 + 52 Dp(s) + q(s)lds + [ r(s)ds} a1 ot
< _
B — 7 g(t)tetdt 1+t 1eet
x|/ (s u(s >,Dg+ u(s))| { / CET L / (ty )t (o)t ds}
I'(a) T o | 1+15 1+

— 0, uniformly as t; — to,

and

t2
|D8‘;1Tu(t2) — Dg‘;lTu(tl)\ < / |f(t,u(t), Dg‘jlu(t)ﬂds — 0, uniformly as t; — to.
t1

Then it is easy to see that ——4Y; and D(O)‘leu(t) are equicontinuous on I.

14te—t
Now, we show that for any u(t) € V, 1?;55_)1 and Dg‘;lTu(t) satisfy the condition (ii) of Lemma [2.10

Observing that by the condition of Theorem we have
+o0 —+o00 —+o0
| o). g el < ull [ 10+ 0 +aolie+ [ o
0
2 “+o0o 1 “+o0o
[0t + e+ [ oy

< Too
I'a) — f77 g(t)te—1dt
<R,

we know that for given £ > 0, there exists a constant L > 0, such that
“+o00
[ 1. D5 el < e (32)
L

On the other hand, since thin 1+ta1 r = 1, there exists a constant 77 > 0, such that for any t1,ty > 17, we
—+o0

have

et 5!
— < e. 3.3
‘1 T I (3:3)
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_ a—1
Similarly, . liin (t=L) = 1 and thus there exists a constant 75 > L > 0, such that for any t1,t2 > T and
—

S e
0<s<L,

'(tl kS k) el PO (3.4)

14t 1+t
Now, choose Ty > max{T1,T>}, then for any ¢, ts > Tp, by (3.2))-(3.4)), we can obtain that

2 [R f0+°0[(1 + s N)p(s) + q(s)]ds + [7° r(s)ds}
- — [, gttt

" 1 /L (tg — S)a 1 (tl — 8)a_1
L(e) Jo | 1412571 1+t
1 oo

) [/Lm (500, D5 o + [ 1), Do

Tu(ty)  Tu(ty) gt ot

IR

JEE S

(s,u(s), Dgflu(s)) |ds

2 [R Sl + 52 Y)p(s) + gq(s))ds + f;F>° r(s)ds}
: — [, gt)retdt

a—1
N te[giﬂLz]LzeV|f(S,U( )7D0+ U(S))|

I(a) INC)

and

to
DS Tu(ty) — DOT Tu(ty)] < / |£(t, u(t), DS u(t))|ds

t1

+o0
< [ 1A, D (e lds < e
L
Consequently, lemma [2.10] yields that T'V is relatively compact.

Therefore, by Schauder’s fixed point theorem, we conclude that the BVP (1.1)) has at least one solutions
in U and the proof is finished. [ O

4. Example

Example 4.1. Consider the following IBVP for fractional differential equation on infinite intervals:

1

W sin(u(t)) + 74(1_1@) arctan(D¢Z,u(t)), t € J,

3

D2 u(t) =e '+
1

u(0) =0, Df u(+00) f+oo Li—sety (t)dt.

(4.1)

— — ot 1 ; _ 1
, =1, f(t,u,v) = e + WSIH( )+ 4(1+ D) arctan( ), Ll(t) = W’
1
T2

LQ(t) - 4(1Jlret) and g(t) = %ot

Here, o =

N[OV

—t. With the aid of simple computation, we can obtain that

1

Jlt w1 01) = flt ug, va)) < 10(1 +2)(1 + Vt)

1
’u:[ —U2| + m’ﬂl — ’Uz‘,

f+oo t)tetdt = +OO Le7tdt <T(2) and A ~ 0.77785 < 1. In the view of Theorem H, then IBVP (4.1))
has a unique solutlon
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Example 4.2. Consider the following IBVP for fractional differential equation on infinite intervals:

3  In(1+|u(®)])
Dovul®) = ereas vm

u(0) =0, Dg,u(+o0) = ffroo %t%e_tu(t)dt.

1
1 . I 42
+ 10e? Sln(‘Dé-Fu(t)’) +te K ) le Ja (42)

Here, a = 2, n=1, f(t,u,v) = m(ln(w + A sin(|v]) + te~** and g(t) = set. Obviously,

1+62)(1+ é/i) 10e
F(tw,v)] < [ bl e
y Uy V)| = (% e s
101+ £2)(1 + v%) 10t
With the aid of simple computation, we find that
oo 1 1 1 T 1

14ta dt = — + — = 0.25708
/0 [( %02 T 100 20 " 10 !

and

I'(3) -3 [ te~tdt  0.906402 — L x 0.73576
2 - 2
Hence, the conditions of Theorem we satisfied, so IBVP (|4.2)) has at least one solution.

= 0.26926,
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