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1. Introduction and Preliminaries

The notion of convergence of sequences of points has been extended by several researchers to the
convergent of sequences of sets. Set convergence determined as the proportionality of outer limits and
inner limits. In 1902, Painleve studied the outer limits and inner limits for the sequence of sets. This
convergence has been fashionable by Kuratowski in his well-known book Topologie [12] and hence, fre-
quently said to be Kuratowski convergence of sequences of sets. Fast [3] initiated the concept of statistical
convergence. Later on, it was examined from the sequence viewpoint and linked it with the summability
theory by Fridy[4, 5]. Fridy and Orhan [6] examined statistical limit superior and limit inferior. Moreover,
Kostyrko et al. [11] generalized statistical convergence using the structure of the ideal I as a subset of set
N of positive integers. Furthermore, it analyzed by Salat et al. [17], Khan et al. [9, 10], and many others.

Zadeh [21] initiated the theory of fuzzy sets in 1965. Atanassov [1] introduced the notion of intuition-
istic fuzzy sets which was a generalization of fuzzy sets. The intuitionistic fuzzy theory has emerged
as the most active area of research in many branches of mathematics and engineering. One of the most
important problems in intuitionistic fuzzy topology is to obtain an appropriate concept of intuitionis-
tic fuzzy metric space. George and Veeramani [7, 8] established the fuzzy metric spaces, and Park [15]
further analyzed the intuitionistic fuzzy metric spaces. In continuation of the theory, Saadati et al. [16]
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extended intuitionistic fuzzy metric spaces to intuitionistic fuzzy topological spaces. Later on, Mursaleen
et al. [13, 14] studied statistical convergence and ideal convergence of double sequences in intuitionistic
fuzzy normed spaces.

Definition 1.1 ([11]). A family of subsets I ⊂ 2N is known as an ideal if and only if ∅ ∈ I, for each U,V ∈ I
we have U∪ V ∈ I and for each U ∈ I and V ⊆ U, we have V ∈ I.

Definition 1.2 ([11]). A non-void family of sets F ⊂ 2N is known as a filter on N if and only if ∅ /∈ F, for
U,V ∈ F, we have U ∩ V ∈ F and for each U ∈ F and U ⊆ V , we have V ∈ F. An ideal I is said to be
non-trivial if I 6= 2N. A non-trivial ideal I is said to be admissible if {{n} : n ∈N} ⊂ I.

Proposition 1.3 ([11]). For each ideal I, there is a filter F(I) associated with I defined as F(I) = {U ⊆N : Uc ∈ I}.

Lemma 1.4 ([11]). K ∈ F(I) and K1 ⊆N. If K1 /∈ I, then K1 ∩K /∈ I.

Definition 1.5 ([19]). A sequence of sets (Ek) is called I-monotonic increasing, if there exists a subset
P = {k1 < k2 < k2 < · · · } ∈ F(I) such that Eki ⊆ Eki+1 for every i ∈ N. Similarly, sequence of sets (Ek) is
called I-monotonic decreasing, if there exist a subset P = {k1 < k2 < k2 < · · · } ∈ F(I) such that Eki ⊇ Eki+1

for every i ∈N.

Definition 1.6. Let (X,d) be a metric space. The open ball with radius ε > 0 and center x in X is defined
as B(x, ε) = {z ∈ X : d(x, z) < ε}.

Recalling the fundamental properties of Kuratowski convergence, we use the undermentioned nota-
tions:

Q := {K ⊆N : N\K finite} := {subsequences of N containing all n beyond some n0};
Q] := {K ⊆N : K infinite} = {all subsequences of N}.
Denote lim

k→∞ when k tends to infinity as usual in N. On the other hand limk∈K in this case of

convergence of a subsequence referred by an index set K in Q].
Talo and Sever [19] extended Kuratowski statistical convergence of the sequence of closed sets to

Kuratowski I-convergence using the concept of Kuratowski [12] and Talo et al. [20] as follows.

Definition 1.7 ([19]). Let (Ek) be a sequence of closed subsets of X. Then I-outer limit and I-inner limit
are defined by

I− lim sup
k→∞ Ek := {x|∀ε > 0,∃K ∈ Q

]
I,∀k ∈ K : Ek ∩B(x, ε) 6= ∅}

and
I− lim inf

k→∞ Ek := {x|∀ε > 0,∃K ∈ QI,∀k ∈ K : Ek ∩B(x, ε) 6= ∅},

respectively, where, Q]
I := {K ⊆N : K /∈ I} and QI := {K ⊂N : N\K ∈ I} = F(I).

In a sequence of sets (Ek), I- limit exists if its I-inner limit and I-outer limit are equal. In this case, the
sequence of sets is said to be Kuratowski I-convergent and it is noted as:

I− lim inf
k→∞ Ek = I− lim sup

k→∞ Ek = I− lim
k→∞Ek.

Definition 1.8 ([15]). Let X be a non-void set, ∗ is a continuous t-norm, � is a continuous t-conorm and
M, N are fuzzy sets on X2 × (0,∞). Then the five-tuple (X,M,N, ∗, �) is said to be an intuitionistic fuzzy
metric space (for short, IFMS) if it fulfilling the subsequent conditions for all s, t > 0 and for every
y, z,w ∈ X;

(a) M(y, z, t) +N(y, z, t) 6 1;
(b) M(y, z, t) > 0;
(c) M(y, z, t) = 1 if and only if y = z;
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(d) M(y, z, t) =M(z,y, t);
(e) M(y, z, t) ∗M(z,w, s) 6M(y,w, t+ s);
(f) M(y, z, .) : (0,∞)→ [0, 1] is continuous;
(g) N(y, z, t) < 1;
(h) N(y, z, t) = 0 if and only if y = z;
(i) N(y, z, t) = N(z,y, t);
(j) N(y, z, t) �N(z,w, s) > N(y,w, t+ s);

(k) N(y, z, .) : (0,∞)→ [0, 1] is continuous.

In this case, (M,N) is said to be an intuitionistic fuzzy metric.

Example 1.9 ([15]). Let (X,d) be a metric space. Define a � b = min(a + b, 1) and a ∗ b = ab for all
a,b ∈ [0, 1] and let Md and Nd be fuzzy sets on X2 × (0,∞) defined as

Md(y, z, t) =
ptn

ptn +md(y, z)
, Nd(y, z, t) =

d(y, z)
qtn +md(y, z)

for all m,n,p,q ∈ R+. Then (X,M,N, ∗, �) is an IFMS.

Definition 1.10 ([15]). Let (X,M,N, ∗, �) be an IFMS. For t > 0 and the radius ε ∈ (0, 1) with center x ∈ X,
the open ball Bx(ε, t) is defined by

Bx(ε, t) = {y ∈ X :M(x,y, t) > 1 − ε, N(x,y, t) < ε}.

Definition 1.11. Let (X,M,N, ∗, �) be an IFMS. An element ξ ∈ X is called I- cluster point of sequence
x = (xk) if

{k ∈N :M(ξ, xk, t) > 1 − ε and N(ξ, xk, t) < ε} /∈ I,

for each ε > 0 and t > 0. I(Γx) denotes the set of all I-cluster points of x.

Definition 1.12 ([16]). Let (X,M,N, ∗, �) be an IFMS and A be a non-void subset of X. For all t > 0 and
x ∈ X, define

M(x,A, t) = sup{M(x,y, t) : y ∈ A} (1.1)

and
N(x,A, t) = inf{N(x,y, t) : y ∈ A}, (1.2)

where M(x,A, t) and N(x,A, t) are the degree of closeness and the degree of non-closeness of x to A at t,
respectively.

The notion of I-limit superior and I-limit inferior were proposed by Demirci [2] and Sen [18] extended
it into intuitionistic fuzzy normed spaces. Now, we discuss I-limit superior and inferior in IFMS as
follows. Suppose x = (xk) be a real sequence and I be an admissible ideal;

I(M,N) − lim sup
k→∞ x :=

{
supB(M,N)

x , B
(M,N)
x 6= φ,

0, B
(M,N)
x = φ,

I(M,N) − lim inf
k→∞ x :=

{
infA(M,N)

x , A
(M,N)
x 6= φ,

1, A
(M,N)
x = φ,

where,
B
(M,N)
x = {b ∈ (0, 1) : {k ∈N :M(xk,y, t) < 1 − b or N(xk,y, t) > b} /∈ I} ,

A
(M,N)
x = {a ∈ (0, 1) : {k ∈N :M(xk,y, t) > 1 − a or N(xk,y, t) < a} /∈ I} .

Proposition 1.13. If I(M,N) − lim sup x = b is finite, then for all t > 0 and for every ε > 0,

{k ∈N :M(xk,y, t) < 1 − b+ ε or N(xk,y, t) > b− ε} /∈ I, (1.3)
{k ∈N :M(xk,y, t) < 1 − b− ε or N(xk,y, t) > b+ ε} ∈ I. (1.4)

Conversely if (1.3) and (1.4) hold for every ε > 0 and t > 0, then b = I(M,N) − lim sup x.
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Proposition 1.14. If a = I(M,N) − lim inf x is finite, then for all t > 0 and for every ε > 0,

{k ∈N :M(xk,y, t) > 1 − a− ε or N(xk,y, t) < a+ ε} /∈ I, (1.5)
{k ∈N :M(xk,y, t) > 1 − a+ ε or N(xk,y, t) < a− ε} ∈ I. (1.6)

Conversely if (1.5) and (1.6) hold for every ε > 0 and t > 0, then a = I(M,N) − lim inf x.

2. Main results

Definition 2.1. Let (X,M,N, ∗, �) be an IFMS and (Ek) be a sequence of closed subsets of X. Then, I-outer
and I-inner limits with respect to intuitionistic fuzzy metric (M,N) are defined as follows:

I(M,N) − lim sup
k→∞ Ek := {x|∀ε > 0,∃K ∈ Q

]
I,∀k ∈ K : Ek ∩Bx(ε, t) 6= φ}

and
I(M,N) − lim inf

k→∞ Ek := {x|∀ε > 0,∃K ∈ QI, ∀k ∈ K : Ek ∩Bx(ε, t) 6= φ}

for all t > 0 and x ∈ X. The I(M,N)-limit exists for sequence of closed sets (Ek) if

I(M,N) − lim sup
k→∞ Ek = I(M,N) − lim inf

k→∞ Ek.

In this case, we state the sequence of sets is Kuratowski I-convergent in intuitionistic fuzzy metric and
write,

I(M,N) − lim
k→∞ infEk = I(M,N) − lim

k→∞ supEk = I(M,N) − lim
k→∞Ek.

Furthermore, it is obvious that QI ⊂ Q]
I, then

I(M,N) − lim
k→∞ infEk ⊆ I(M,N) − lim

k→∞ supEk.

In fact, I(M,N) − lim
k→∞Ek = E if and only if

I(M,N) − lim
k→∞ supEk ⊆ E ⊆ I(M,N) − lim

k→∞ infEk.

Remark 2.2. I(M,N) − lim
k→∞Ek = E if and only if the subsequent conditions are fulfilled:

(i) for each x ∈ E and for every ε, t > 0,

{k ∈N : Bx(ε, t)∩ Ek 6= φ} ∈ F(I);

(ii) for each x ∈ X \ E there exist ε > 0 and t > 0,

{k ∈N : Bx(ε, t)∩ Ek = φ} ∈ F(I).

Example 2.3. There are some examples of ideals and analogous Kuratowski I-convergence in IFMS.

(1) Let If = {E ⊂ N : E is finite}. It is obvious that If is a non-trivial admissible ideal and hence usual
Kuratowski I-convergence coincides with the Kuratowski If-convergence.

(2) Take Iδ = {E ⊂ N : δ(E) = 0}. Then Iδ is a non-trivial admissible ideal. Certainly, Kuratowski
statistical convergence coincides with the Kuratowski Iδ-convergence.

(3) Fix I0 = {φ}. I0 is minimal ideal in N. Therefore, for a sequence of closed sets (Ek), we obtain

I0(M,N) − lim inf
k→∞ Ek =

∞⋂
k=1

Ek and I0(M,N) − lim sup
k→∞ Ek = cl(

∞⋃
k=1

Ek),

where the closure of the set E in IFMS X is denoted by cl(E). A sequence of sets (Ek) is constant set
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if and only if it is Kuratowski I0-convergent.
(4) Let K ⊆ N and K 6= N. Set IK = 2K. Then, it is clear that IK is a non-trivial ideal in N and we

obtain,
IK(M,N) − lim inf

k→∞ Ek =
⋂

k∈N\K

Ek and IK(M,N) − lim sup
k→∞ Ek = cl(

⋃
k∈N\K

Ek).

There is a closed set E of X in such a way that Ek = E for each k ∈ N \ K if and only if it is
Kuratowaski IK-convergent.

Theorem 2.4. Let (X,M,N, ∗, �) be an IFMS and (Ek) be a sequence of closed subsets of X. Then,

I(M,N) − lim inf
k→∞ Ek =

⋂
K∈Q]

I

cl
⋃
k∈K

Ek and I(M,N) − lim sup
k→∞ Ek =

⋂
K∈QI

cl
⋃
k∈K

Ek.

Proof. Let K ∈ Q
]
I be an arbitrary and x ∈ I(M,N) − lim inf

k→∞ Ek. Then, for all t > 0 and for every ε > 0, there

exists K1 ∈ QI such that for every k ∈ K1, we have

Ek ∩Bx(ε, t) 6= φ.

Using Lemma 1.4, we obtain K ∩ K1 /∈ I. Consequently, there exists k0 ∈ K ∩ K1 in such a way that
Ek0 ∩Bx(ε, t) 6= φ. Thus, (⋃

k∈K
Ek

)
∩Bx(ε, t) 6= φ,

which implies x ∈ cl
⋃
k∈K

Ek and holds for any K ∈ Q
]
I. Therefore, x ∈

⋂
K∈Q]

I

cl
⋃
k∈K

Ek.

On contrary, let x /∈ I(M,N) − lim
k→∞ infEk, there exist ε > 0 and for all t > 0 in such a way that

K = {k ∈N : Ek ∩Bx(ε, t) = φ} /∈ I,

i.e., K ∈ Q
]
I. Thus (⋃

k∈K
Ek

)
∩Bx(ε, t) = φ.

This implies that x /∈ cl
⋃
k∈K

Ek. Consequently, x /∈
⋂
K∈Q]

I

cl
⋃
k∈K

Ek. This shows that

I(M,N) − lim inf
k→∞ Ek =

⋂
K∈Q]

I

cl
⋃
k∈K

E.

On the similar manner, one can prove that

I(M,N) − lim sup
k→∞ Ek =

⋂
K∈QI

cl
⋃
k∈K

Ek.

As a sequel of Theorem 2.4, for any given sequence the sets (Ek), I(M,N) − lim sup
k→∞ Ek and I(M,N) −

lim inf
k→∞ Ek are closed.
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Theorem 2.5. Let (X,M,N, ∗, �) be an IFMS and (Ek) be a sequence of closed subsets of X. Then,

I(M,N) − lim inf
k→∞ Ek = {x| for all t > 0, I(M,N) − lim

k→∞M(x,Ek, t) = 1 and I(M,N) − lim
k→∞N(x,Ek, t) = 0},

I(M,N) − lim sup
k→∞ Ek =

{
x| for all t > 0, I(M,N) − lim sup

k→∞ M(x,Ek, t) = 1 and I(M,N) − lim inf
k→∞ N(x,Ek, t) = 0

}
.

Proof. For any closed set E, we have

M(x,E, t) > 1 − ε or N(x,E, t) 6 ε if and only if E∩Bx(ε, t) = φ. (2.1)

Let I(M,N)− lim
k→∞M(x,Ek, t) = 1 and I(M,N)− lim

k→∞N(x,Ek, t) = 0. Then, for all t > 0 and for every ε > 0,

we have
{k ∈N :M(x,Ek, t) > 1 − ε or N(x,Ek, t) 6 ε} ∈ I.

By equation (2.1), for all t > 0 and for every ε > 0, we obtain

{k ∈N : Ek ∩Bx(ε, t) = φ} ∈ I.

This implies that
{k ∈N : Ek ∩Bx(ε, t) 6= φ} ∈ F(I).

Hence, x ∈ I(M,N) − lim
k→∞ infEk.

On the contrary, suppose x ∈ I(M,N) − lim
k→∞ infEk. For every ε > 0 and t > 0, there exists K ∈ QI in

such a way that Ek ∩Bx(ε, t) 6= φ for every k ∈ K. Since

{k ∈N : Ek ∩Bx(ε, t) = φ} ⊆N \K,

so
{k ∈N : Ek ∩Bx(ε, t) = φ} ∈ I.

By using equation (2.1), we obtain

{k ∈N :M(x,Ek, t) > 1 − ε or N(x,En, t) 6 ε} ∈ I.

Therefore, I(M,N) − lim
k→∞M(x,Ek, t) = 1 and I(M,N) − lim

k→∞N(x,Ek, t) = 0. In a similar manner, for any

closed set E, we have

M(x,E, t) < 1 − ε or N(x,E, t) > ε if and only if E∩Bx(ε, t) 6= φ. (2.2)

Let I(M,N) − lim
k→∞ infM(x,Ek, t) = 1 and I(M,N) − lim

k→∞ infN(x,Ek, t) = 0. Then, for every ε > 0 and t > 0,

{k ∈N :M(x,Ek, t) < 1 − ε or N(x,Ek, t) > ε} /∈ I.

Therefore, for every ε, t > 0 and using inequality (2.2), we obtain

{k ∈N : Ek ∩Bx(ε, t) 6= φ} /∈ I.

This implies that x ∈ I(M,N) − lim
k→∞ supEk.

On contrary, suppose x ∈ I(M,N) − lim
k→∞ supEk. Then, for every ε > 0 and t > 0,

{k ∈N : Ek ∩Bx(ε, t) 6= φ} /∈ I.

Using Proposition 1.14 and inequality (2.2), we obtain I(M,N) − lim
k→∞ supM(x,Ek, t) = 1 and I(M,N) −

lim
k→∞ infN(x,Ek, t) = 0.
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Theorem 2.6. Let (X,M,N, ∗, �) be an IFMS and (Ek) be a sequence of closed subsets of X. Then, for all t > 0,

I(M,N) − lim
k→∞ infEk = {x| ∀ k ∈N, ∃ yk ∈ Ek : I(M,N) − lim

k→∞yk = x}. (2.3)

Proof. Assume that x ∈ I(M,N) − lim
k→∞ infEk. Therefore, by Theorem 2.5, I(M,N) − lim

k→∞M(x,Ek, t) = 1

and I(M,N) − lim
k→∞N(x,Ek, t) = 0. Now, for all t > 0 and for every ε > 0, we have

{k ∈N :M(x,Ek, t) > 1 −
ε

2
or N(x,Ek, t) 6

ε

2
} ∈ I.

Since the sequence (Ek) is closed, for all k ∈N, there exists (yk) ∈ Ek such that

M(x,yk, t) 6 2M(x,Ek, t) and N(x,yk, t) > 2N(x,Ek, t).

Now, for any sequence y = (yk) with (yk) ∈ Ek for all k, we have

I(M,N) − lim
k→∞yk = x.

Conversely, suppose that x belongs to the right hand side set of the equality (2.3). Then, there exists a
sequence y = (yk) with (yk) ∈ Ek for all k such that

I(M,N) − lim
k→∞yk = x.

Then, for all t > 0 and for every ε, we have

{k ∈N :M(x,Ek, t) > 1 − ε or N(x,Ek, t) 6 ε} ∈ I.

The inequalities M(x,yk, t) >M(x,Ek, t) and N(x,yk, t) 6 N(x,Ek, t) imply the next inclusions

{k ∈N :M(x,Ek, t) > 1 − ε or N(x,Ek, t) 6 ε} ⊆ {k ∈N :M(x,yk, t) > 1 − ε or N(x,yk, t) 6 ε}.

So,
{k ∈N :M(x,Ek, t) > 1 − ε or N(x,Ek, t) 6 ε} ∈ I.

This means that I(M,N) − lim
k→∞M(x,Ek, t) = 1 and I(M,N) − lim

k→∞N(x,Ek, t) = 0. By Theorem 2.5, we have

x ∈ I(M,N) − lim
k→∞ infEk.

Theorem 2.7. Let (X,M,N, ∗, �) be an IFMS and (Ek) be a sequence of closed subsets of X. Then for every t > 0,

I(M,N) − lim
k→∞ supEk = {x|∃K ∈ Q

]
I, ∀ k ∈ K,∃ yk ∈ Ek : x ∈ I(Γy)}, (2.4)

where I(Γy) denotes the set of all I-cluster points of a sequence y.

Proof. Suppose that x ∈ I(M,N) − lim
k→∞ supEk be arbitrary. By Theorem 2.5,

I(M,N) − lim sup
k→∞ M(x,Ek, t) = 1 and I(M,N) − lim inf

k→∞ N(x,Ek, t) = 0.

Using Propositions 1.13 and 1.14, for all t > 0 and for every ε > 0, we have

{k ∈N :M(x,Ek, t) > 1 −
ε

2
and N(x,Ek, t) <

ε

2
} /∈ I.

Since Ek is closed, for all k ∈N, there exists (yk) ∈ Ek such that

M(x,yk, t) 6 2M(x,Ek, t) and N(x,yk, t) > 2N(x,Ek, t).
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Now, we define a sequence y = (yk) with (yk) ∈ Ek for all k. Then

{k ∈N :M(x,yk, t) > 1 − ε and N(x,yk, t) < ε} /∈ I.

Hence, x ∈ I(Γy).
Conversely, suppose that x belongs to the right hand side set of the equality (2.4). Then, there exists

K ∈ Q]I , a sequence y = (yk) with (yk) ∈ Ek for all k ∈ K such that x ∈ I(Γy). Then, for every ε > 0 and
t > 0, we have

{k ∈N :M(x,yk, t) > 1 − ε and N(x,yk, t) < ε} /∈ I.

Using the equations (1.1) and (1.2), we yield the following inclusion

{k ∈N :M(x,yn, t) > 1 − ε and N(x,yn, t) > ε} ⊆ {k ∈N :M(x,Ek, t) > 1 − ε and N(x,Ek, t) < ε}.

So, K′ = {k ∈ K :M(x,Ek, t) > 1 − ε and N(x,Ek, t) < ε} /∈ I. That is, K′ ∈ Q
]
I. By equation (2.2), for every

k ∈ K′, we have Ek ∩Bx(ε, t) 6= φ. This implies that x ∈ I(M,N) − lim
k→∞ supEk.

Theorem 2.8. Let (X,M,N, ∗, �) be an IFMS. Let sequence of closed subsets (Ek) of X is I-monotonic increasing.
Then, I(M,N) − lim

k→∞Ek exists and

I(M,N) − lim
k→∞Ek = cl

⋃
i∈N

Eki .

Proof. Let (Ek) be I-monotonic increasing sequence of closed subsets of X and cl
⋃
i∈N Eki = E. It is

obvious that, Eki ⊆ E for every i ∈ N. If E = φ, then, for every i ∈ N, we have I(M,N) − lim
k→∞Ek = φ.

Suppose that E 6= φ and x ∈ cl
⋃
i∈N Eki . In this condition, for every ε > 0 and t > 0, we have

Bx(ε, t)∩
⋃
i∈N

Eki 6= φ.

Therefore, there exists i0 ∈ N in such a way that Bx(ε, t) ∩ Eki0 6= φ. Since sequence is increasing, i.e.,
Eki0 ⊆ Eki ,∀i > i0. Define the set P = {p : p = ki, i > i0,k ∈N}. Thus P ∈ F(I) and

Bx(ε, t)∩ Ep 6= φ,∀p ∈ P.

Therefore, we have x ∈ I− lim inf
k→∞ Ek.

Now, we have to show that I− lim
k→∞ supEk ⊆ E. Suppose that x ∈ I− lim

k→∞ supEk. Then for all t > 0

and every ε > 0, there exists K ∈ Q
]
I in such a way that for every k ∈ K we obtain

Bx(ε, t)∩ Ek 6= φ.

Since K1 ∈ F(I) and K /∈ I, using Lemma 1.4, we obtain K ∩ K1 /∈ I. Then, there exists ki0 ∈ K ∩ K1 such
that

Bx(ε, t)∩ Eki0 6= φ.

Hence, we have
Bx(ε, t)∩

⋃
i∈N

Eki 6= φ.

This implies that x ∈ cl
⋃
i∈N Eki 6= φ. This completes the proof.

Theorem 2.9. Let (X,M,N, ∗, �) be an IFMS. Let (Ek) be an I-monotonic decreasing sequence of closed subsets of
X. Then, I(M,N) − lim

k→∞Ek exists and

I(M,N) − lim
k→∞Ek =

⋂
i∈N

Eki .
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Proof. Suppose that
⋂
i∈N Eki = E. If x ∈ E, then x ∈ Eki∀ i ∈N. Define the set P = {p : p = ki, i > i0,k ∈

N}. Thus P ∈ F(I). For every ε > 0, t > 0 and p ∈ P, we obtain

Bx(ε, t)∩ Ep 6= φ.

This implies that x ∈ I(M,N) − lim
k→∞ infEk.

Now, we have to prove that I(M,N) − lim
k→∞ supEk ⊆ E. Suppose that x ∈ I(M,N) − lim

k→∞ supEk. Then,

for all t > 0 and every ε > 0, there exists K /∈ I in such a way that for every p ∈ K, we obtain

Bx(ε, t)∩ Ep 6= φ.

Since K is infinite and I be an admissible ideal. Then, for every i ∈N there exists p ∈ K such that ki 6 p.
Since the sequence is decreasing, the inclusion Eki ⊇ Ep holds and consequently

Bx(r, t)∩ Eki 6= φ.

This implies that x ∈ clEki . Since Eki is closed, hence, x ∈
⋂
i∈N Eki . This step concludes the proof.
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