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Abstract
In this paper, we consider an initial problem for systems of differential equations of fractional order with a small parameter

for the derivative. A regularization problem is produced, and an algorithm for normal and unique solubility of general iterative
systems of differential equations with partial derivatives is given. In the environment of the computer mathematical system
Maple, approximate solutions are calculated, and corresponding solution schedules for various values of the small parameter
are constructed.
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1. Introduction

We consider the following singularly perturbed problem:

Lεy(t, ε) ≡ εy(1/3) −A(t)y = h(t), y(0, ε) = y0, t ∈ [0, T ], (1.1)

where y(t, ε) ≡ {y1, . . . ,yn} is unknown vector-function, h(t) ≡ {h1, . . . ,hn} is a known vector-function,
A(t) − n × n is a matrix-function, y0 = {y0

1, . . . ,y0
n} is a known constant vector, and ε > 0 is a small

parameter. It is required to construct a regularized asymptotic of a solution [5, 6, 11] of the problem (1.1)
at for ε→ +0.

Problem (1.1) is a Cauchy problem for an ordinary differential equation of fractional order. According
to the definition of a fractional order derivative [7–9], i.e., y(α)(t) = t(1−α)y ′(t), 0 < α < 1, where y ′(t)
is derivative of the first order from the function y(t) by the variable t, we write the problem (1.1) in the
following form:

Lεy(t, ε) ≡ ε
3
√
t2dy

dt
−A(t)y = h(t), y(0, ε) = y0, t ∈ [0, T ]. (1.2)
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It should be noted that singularly perturbed differential equations with fractional derivatives from
the standpoint of the regularization method [11], from the perspective of the regularization method were
considered in [2–4]. We will consider the problem (1.2) under the following assumptions:

1) matrix-function A(t) and vector-function h(t) belong to the space C∞[0, T ], that is elements of the
matrix-function A(t) and components of the vector h(t) have derivatives of any order on the segment
[0, T ];

2) the matrix-function A(t) has the Jordan structure, such that roots of the characteristic equation

det[A(t) − λI] = 0,

where I is unit matrix of the n×n, order, satisfy the following requirements:
a) λi(t) 6= λj(t), i 6= j, λj(t) 6= 0, j = 1,n;
b) Reλj(t) 6 0, j = 1,n, ∀t ∈ [0, T ].

2. Regularization of the problem (1.2)

We introduce regularizing variables [11]:

τj =
1
ε

t∫
0

s(−1/3)λj(s)ds ≡ ϕj(t, ε), j = 1,n,

and instead of the problem (1.2), we will consider ”extended” problem

Lεỹ(t, τ, ε) ≡ ε 3
√
t2∂ỹ

∂t
+

n∑
j=1

λj(t)
∂ỹ

∂τj
−A(t)ỹ = h(t), ỹ(0, 0, ε) = y0. (2.1)

Relation of the problem (2.1) with the problem (1.2) is that if ỹ(t, τ, ε) is a solution of the problem (2.1),
then contraction of the solution ỹ(t,ϕj(t, ε), ε) ≡ y(t, ε) when τj = ϕj(t, ε), j = 1,n will be exact solution
of the problem (1.2).

Defining a solution of the system (2.1) in the form of series:

ỹ(t, τ, ε) =
∞∑
k=0

εkyk(t, τ),yk(t, τ) ∈ C∞([0, T ],Cn),

we obtain the following iteration problems:

Ly0(t,τ) ≡
n∑
j=1

λj(t)
∂y0

∂τj
−A(t)y0 = h(t), y0 (0, 0) = y0, (2.2)

Ly1(t,τ) = −
3
√
t2∂y0

∂t
, y1 (0, 0) = 0, (2.3)

...

Lyk(t, τ) = −
3
√
t2∂yk−1

∂t
, yk(0, 0) = 0, k > 1. (2.4)

3. Solvability of iteration problems

Solution of each of the iteration problems (2.2)–(2.4) will be defined in the space U of functions of the
form:

U =

y(t,u) : y = y0(t) +

n∑
j=1

yj(t)e
τj , yj(t) ∈ C∞([0, T ],Cn)

 . (3.1)
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Each of the iteration problems (2.2)-(2.4) has the following form:

Ly(t,ε) ≡
n∑
j=1

λj(t)
∂y0

∂τj
−A(t)y0 = h(t, τ), (3.2)

where h(t, τ) ∈ U is corresponding right hand side.
The following Theorem takes place.

Theorem 3.1. Let h(t, τ) ∈ U and conditions 1) and 2a) hold. Then, for solvability of the equation (3.2) in space
U, it is necessary and sufficient that the following conditions hold:

< h(t, τ),dj(t) >≡ 0, j = 1,n, ∀t ∈ [0, T ], (3.3)

where dj(t) are eigenfunctions of the matrix of functions A∗(t), corresponding to eigenvalues λ̄j(t), j = 1,n.

Proof. Defining a solution y(t, τ) of the system (3.2) as an element (3.1) of the space U, we get the following
systems for the coefficients yj(t), j = 0,n, of the sum (3.1):

[λk(t)I−A(t)]yk(t) = hk(t), k = 1,n, (3.4)
−A(t)y0(t) = h0(t), (I ≡ diag(1, 1)) . (3.5)

The system (3.5), due to detA(t) 6= 0, has a unique solution y0(t) = −A−1(t)h0(t). The system (3.4)
is solvable in C∞[0, T ] if and only if the condition < hk(t),dk(t) >≡ 0, k = 1,n, ∀t ∈ [0, T ], holds, that
coincides with the condition (3.3). Theorem 3.1 is proved.

Remark 3.2. If the conditions (3.3) hold, system (3.2) has a solution that can be represented as

y(t, τ) =
n∑
k=1

αk(t)ck(t) + n∑
s6=k
s=1

(hk(t),ds(t))
λk(t) − λs(t)

cs(t)

 eτk −A−1(t)h0(t), (3.6)

where αk(t) ∈ C∞[0, T ], k = 1,n are arbitrary scalar functions.

The following theorem establishes conditions under which the solution (3.6) of system (3.2) is uniquely
defined in the class U.

Theorem 3.3. Let 1) and 2a) hold and h(t, τ) ∈ U of the system (3.2) satisfies conditions (3.3). Then the system
(3.2) with additional conditions:

y(0, 0) = y0, (3.7)

< −
3
√
t2∂y(t, τ)

∂t
,dj(t) > ≡ 0, j = 1,n, ∀t ∈ [0, T ], (3.8)

where y0 ∈ Cn are known constants, is uniquely solvable in the space U.

Proof. Since conditions of Theorem 3.1 hold, the system (3.2) has a solution in the space U in the form
(3.6), where functions αk(t), k = 1,n have not yet been found. To calculate them, we will use additional
conditions (3.7) and (3.8).

We subject (3.7) to the initial condition (3.8), we get the system:

n∑
k=1

αk(0)ck(0) + n∑
s6=k,s=1

(hk(0),ds(0))
λk(0) − λs(0)

cs(0)

−A−1(0)h0(0) = y0.
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Multiplying scalarly both sides of this equality by dk(0) and taking into account biorthogonality of the
systems {ck(t)} and {dk(0)}, we uniquely find initial values αk(0) = α0

k for the functions αk(t), k = 1,n.
We subject now the function (3.6) to the condition (3.8). First calculate ∂y(t,τ)∂t :

n∑
k=1

(αkc
′
k +α

′
kck) +

 n∑
s6=k,s=1

(hk,ds) ′(λk − λs) − (hk,ds)(λk − λs)
′

λk − λs
cs +

(hk,ds)
λk − λs

c ′s

eτk − (A−1 · h0)
′.

Conditions (3.8) lead to the equations:

−
3
√
t2

α ′k + (c ′k,dk)αk +
n∑
s6=k,
s=1

(hk,ds)
λk − λs

(c ′k,dk) −
(
(A−1 · h0)

′,dk
) = 0, k = 1,n,

which together with the initial conditions αk(0) = α0
k, found earlier, allow us to uniquely find the func-

tions αk(t), k = 1,n. Theorem 3.3 is proved.

4. Exsamples

Example 4.1. Using the algorithm developed above, construct the main term of the asymptotic solution
of the Cauchy problem:

ε

(
y(1/3

z
(1/3)

)
=

(
0 1
−1 0

)(
y

z

)
+

(
h1(t)
h2(t)

)
,

y(0, ε) = y0,
z(0, ε) = z0, (4.1)

where t ∈ [0, T ], T < 1, ε > 0 small parameter. Eigenvalues of the matrix-function A(t) of this system
are numbers λ1(t) ≡ −i, λ2(t) ≡ +i. The corresponding eigenvectors cj(t) and eigenvectors dj(t) of the
conjugate operator A∗(t) have the form:

c1 =

(
−i
−1

)
, c2 =

(
i

−1

)
, d1 =

(
i

1

)
, d2 =

(
−i
1

)
.

Introduce regularizing variables:

τ1 = −
3i
2ε

3
√
t2 ≡ ϕ1(t, ε), τ2 =

3i
2ε

3
√
t2 ≡ ϕ2(t, ε).

For extended functions ũ ≡ {ỹ(t, τ, ε), z̃(t, τ, ε)} we obtain the following problem:

ε
3
√
t2∂ũ

∂t
+

2∑
j=1

λj
∂ũ

∂τj
−Aũ = h(t), ũ(0, 0, ε) = u0,

where ũ = {ỹ, z̃}, h(t) = {h1(t),h2(t)}, u0 = {y0, z0}. Defining a solution of this problem in the form of
series

ũ(t,u, ε) =
∞∑
k=0

εkuk(t,u),

we get the following iteration systems:

L0u0(t, τ) ≡
2∑
j=1

λj
∂u0

∂τj
−Au0 = h(t), u0(0, 0) = u0, (4.2)
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L0u1(t, τ) = −
3
√
t2∂u0

∂t
, u1(0, 0) = 0, (4.3)

L0uk(t, τ) = −
3
√
t2∂uk−1

∂t
, uk(0, 0) = 0, k > 1.

We look for a solution of the equation (4.2) in the form of the functions:

u0(t, τ) = u
(0)
1 (t)eτ1 + u

(0)
2 (t)eτ2 + u

(0)
0 (t). (4.4)

Putting (4.4) into the equation (4.2), and equating coefficients at the same exponentials and the free terms,
we get:

[λ1I−A]u
(0)
1 (t) = 0, (4.5)

[λ2I−A]u
(0)
2 (t) = 0, (4.6)

−Au
(0)
0 (t) = h(t). (4.7)

From the system (4.7) we find
u
(0)
0 (t) = −A−1h(t).

In the equations (4.5) and (4.6), u(0)
1 (t),u(0)

2 (t) are arbitrary functions. Thus, we have defined solution
(4.4) of the system (4.2) in the following way:

u0(t, τ) = α
(0)
1 (t)c1e

τ1 +α
(0)
2 (t)c2e

τ2 −A−1h(t), (4.8)

where α(0)
k (t), k = 1, 2, are arbitrary functions. We subject (4.8) to the initial condition u0(0, 0) = u0.(

y0

z0

)
= α

(0)
1 (0)

(
−i
−1

)
+α

(0)
2 (0)

(
i

−1

)
−

(
0 −1
1 0

)(
h1(0)
h2(0)

)
,

or {
−iα

(0)
1 (0) + iα(0)

2 (0) + h2(0) = y0,
−α

(0)
1 (0) −α(0)

2 (0) − h1(0) = z0,

then we get:

α
(0)
1 (0) =

z0 − h1(0) − i[h2(0) − y0]

2
, α

(0)
2 (0) =

z0 + h1(0) + i[h2(0) − y0]

2
. (4.9)

To uniquely define arbitrary functions α(0)
k (t), k = 1, 2, that are present in the solution (4.8) of the problem

(4.2), we proceed to the next iteration problem (4.3). First we calculate:

∂u0(t, τ)
∂t

= α̇
(0)
1 (t)c1e

τ1 + α̇
(0)
2 (t)c2e

τ2 −A−1ḣ(t). (4.10)

Solution of the equation (4.3) is sought as a function:

w1(t, τ) = w
(1)
1 (t)eτ1 +w

(1)
2 (t)eτ2 +w

(1)
0 (t). (4.11)

Substituting (4.11) into the equation (4.3) (taking into account (4.10)), and equating coefficients at the same
exponentials and the free terms, we have:

[λ1I−A]u
(1)
1 (t) = −

3
√
tα̇

(0)
1 (t), [λ2I−A]u

(1)
2 (t) = −

3
√
tα̇

(0)
2 (t), −Au

(1)
0 (t) = −

3
√
tA−1ḣ(t).
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For solvability of the first two systems it is necessary and sufficient that

α̇
(0)
k (t) = 0, k = 1, 2.

Taking into account the initial conditions (4.9), we find the functions

α
(0)
1 (t) = α

(0)
1 (0) ≡ z

0 − h1(0) − i[h2(0) − y0]

2
, α

(0)
2 (t) = α

(0)
2 (0) ≡ z

0 + h1(0) + i[h2(0) − y0]

2
,

unambiguously. Thus, we defined arbitrary functions α(0)
k (t) = 0, k = 1, 2, in the solution (4.8), and

thereby, uniquely determined the function (4.4) of the iteration problem (4.2), i.e., built the main term of
the asymptotics of solutions to the problem (4.1):(

yε0(t)
zε0(t)

)
=

[
z0 − h1(0) − i(h2(0) − y0)

2

](
−i
−1

)
e−

3i
2ε

3√
t2

+

[
z0 + h1(0) + i(h2(0) − y0)

2

](
i

−1

)
e

3i
2ε

3√
t2
−

(
0 −1
1 0

)(
h1(t)
h2(t)

)
.

Example 4.2. Find approximate solutions and build graphs of the system solution

ε

(
y(1/3)(t, ε)
z
(1/3)

(t, ε)

)
=

(
0 1
−1 0

)(
y(t, ε)
z(t, ε)

)
+

(
et

−et

)
, y(0, 1) = 1, z(0, 1) = 1,

for different values ε in the environment of the computer mathematical system Maple [1, 10].
> restart; cond:=y(0.1)=1, z(0.1)=1;

cond := y(0.1) = 1, z(0.1) = 1;

> sys1:=diff(0.1*y(t),t)=(z(t)+exp(t))/( t(̂1/3)),(diff(0.1*z(t),t)=(-y(t)-exp(t))/(t(̂1/3)));

sys1 := 0.1
(
d

dt
y(t)

)
=
z(t) + et

t(1/3) , 0.1
(
d

dz
z(t)

)
=

−y(t) − et

t(1/3) ;

> dsolve(sys1,y(t),z(t));{
y(t) = sin(15t(2/3)) C2 + cos(15t(2/3)) C1 +

∫
cos(15t(2/3))et(t(1/3) − 10)

t(1/3) dt sin(15t(2/3))

−

∫
sin(15t(2/3))et(t(1/3) − 10)

t(1/3) dt cos(15t(2/3)),

z(t) = cos(15t(2/3))

∫
cos(15t(2/3))et(t(1/3) − 10)

t(1/3) dt

= sin(15t(2/3))

∫
sin(15t(2/3))et(t(1/3) − 10)

t(1/3) dt+ cos(15t(2/3)) C2 − sin(15t(2/3)) C1 − et
}

;

sys2 : = 0.2
(
d

dt
y(t)

)
=
z(t) + et

t(1/3) , 0.2
(
d

dt
z(t)

)
=

−y(t) − et

t(1/3) ;

sys3 : = 0.5
(
d

dt
y(t)

)
=
z(t) + et

t(1/3) , 0.5
(
d

dt
z(t)

)
=

−y(t) − et

t(1/3) ;

sys4 : = 0.65
(
d

dt
y(t)

)
=
z(t) + et

t(1/3) , 0.65
(
d

dt
z(t)

)
=

−y(t) − et

t(1/3) ;
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Figure 1: epsilon=0.1, epsilon=0.2.

sys5 : = 0.08
(
d

dt
y(t)

)
=
z(t) + et

t(1/3) , 0.08
(
d

dt
z(t)

)
=

−y(t) − et

t(1/3) ;

sys6 : = 0.05
(
d

dt
y(t)

)
=
z(t) + et

t(1/3) , 0.05
(
d

dt
z(t)

)
=

−y(t) − et

t(1/3) ;

sys7 : = 0.01
(
d

dt
y(t)

)
=
z(t) + et

t(1/3) , 0.01
(
d

dt
z(t)

)
=

−y(t) − et

t(1/3) ;

sys8 : = 0.005
(
d

dt
y(t)

)
=
z(t) + et

t(1/3) , 0.005
(
d

dt
z(t)

)
=

−y(t) − et

t(1/3) .

Figure 2: epsilon=0.5, epsilon=0.65.

Figure 3: epsilon=0.08, epsilon=0.05.
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Figure 4: epsilon=0.01, epsilon=0.005.
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