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Abstract

In this paper, we obtain new sufficient conditions for Hyers-Ulam and Hyers-Ulam-Rassias stability of abstract second-order linear dynamic equations on time scales. Also a new sufficient condition for the existence and uniqueness of solutions is established, via Banach’s fixed point theorem. Finally, two illustrative examples are given to demonstrate the applicability of the theoretical results.
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1. Preliminaries and introduction

In 1940, Ulam posed the following question related to the stability of functional equations: "What are conditions under which a linear mapping near an approximately linear mapping to exist?". See [33]. The case of approximately additive mappings was solved by Hyers [15] who proved that the Cauchy equation is stable in Banach spaces. This type of stability founded by Ulam and Hyers, famed for Hyers-Ulam stability. In 1978, Rassias [27] extended Hyers-Ulam stability concept and called it Hyers-Ulam-Rassias stability. Since the last decades many articles have appeared. See for example the results in [3, 5, 16–18, 22–26, 28, 29, 32, 36].


In 2017, Shen [30] established the Ulam stability of the first-order linear dynamic equations and its adjoint equation on time scales by using the integrating factor method. See also [31]. Recently, there has been a great interest in Hyers-Ulam stability due to its applications in control theory, numerical analysis and mechanical problems etc. We refer the reader to take a look at the more recent articles [1, 2, 6–8, 11, 12, 21, 34]. Throughout the article, \(X\) is a Banach space endowed with a norm \(\|\cdot\|\). We denote by

\[ C^1_{rd}(\mathbb{J},X) = \left\{ f: \mathbb{J} \to X | f^A \text{ exists and rd-continuous} \right\}, \]

and

\[ C^2_{rd}(\mathbb{J},X) = \left\{ f: \mathbb{J} \to X | f^A, f^{A^2} \text{ exist and rd-continuous} \right\}. \]
Here $J := [a, b] \cap T$, where $T$ is a time scale and $a, b \in T$ with $a < b$. As usual for a bounded function $f$ from $T$ to $X$, we denote by

$$
\|f\|_{\infty} = \sup_{t \in T} \|f(t)\|.
$$

In this paper, we extend the results of [14] concerning Hyers-Ulam and Hyers-Ulam-Rassias stability of the equation

$$
\psi^{\lambda^2}(t) + p(t)\psi(t) - f(t) = 0, \quad t \in \mathbb{J}^{\kappa^2}.
$$

We aim to obtain new sufficient conditions for Hyers-Ulam and Hyers-Ulam-Rassias stability of the general second-order linear dynamic equations on time scales of the form

$$
\psi^{\lambda^2}(t) + \Omega(t)\psi^{\lambda}(t) + P(t)\psi(t) - f(t) = 0, \quad t \in \mathbb{J}^{\kappa^2},
$$

where $P, \Omega \in C_{rd}(J, \mathbb{R})$ and $f \in C_{rd}(J, X)$, the space of all rd-continuous from $J$ to $X$. Our results depend basically on finding an integral equation which is equivalent to equation (1.1). An existence and uniqueness result of solutions is obtained, via Banach’s fixed point theorem. The second result is obtained using the corresponding Riccati equation. For the terminology and notations used here, we refer the reader to the monographs of Bohner and Peterson [9] and [10]. Here, we only recall the basic definitions which they are essential in our investigations.

**Definition 1.1.** Let $T$ be a time scale. The forward jump operator $\sigma : T \rightarrow T$ is defined by

$$
\sigma(t) = \inf\{s \in T : s > t\},
$$

In this definition we put $\inf \emptyset = \sup T$.

**Definition 1.2.** The graininess function $\mu : T \rightarrow [0, \infty)$ is defined by

$$
\mu(t) = \sigma(t) - t.
$$

**Definition 1.3.**

1. For a function $f : T \rightarrow X$, $f^{\sigma}(t)$ is understood to mean $f(\sigma(t))$.
2. A function $f : T \rightarrow X$ is said to be right-dense continuous or rd-continuous provided $f$ is continuous at all right-dense points in $T$ and its left-sided limits exist (finite) at all left-dense points $t$ in $T$. The set of all rd-continuous functions $f : T \rightarrow X$ will be denoted by $C_{rd}(T, X)$.
3. Assume $f : T \rightarrow X$, and let $t \in \mathbb{T}^{\kappa}$. The delta-derivative of $f$ at $t$, denoted $f^{\lambda}(t)$, is defined to be the element of $X$ with the property that given any $\varepsilon > 0$, there is a neighborhood $U$ of $t$ such that

$$
\|f(\sigma(t)) - f(s) - f^{\lambda}(t)(\sigma(t) - s)\| \leq \varepsilon \|\sigma(t) - s\|, \quad \forall s \in U.
$$

If $f^{\lambda}(t)$ exists we say $f$ is delta-differentiable at $t$, and we say $f^{\lambda} : T^{\kappa} \rightarrow X$ is the delta-derivative of $f$ on $T^{\kappa}$. For the notion $T^{\kappa}$, see [9, page 2]. We denote by

$$
f^{\lambda \sigma} = (f^{\lambda})^{\sigma} \text{ and } f^{\sigma \lambda} = (f^{\sigma})^{\lambda}.
$$

2. Existence and uniqueness results

In this section, we obtain new sufficient conditions for the existence and uniqueness of solutions of equation (1.1) instead of the regressiveness condition of the equation, that is $1 - \mu(t)\Omega(t) + \mu^{2}(t)P(t) \neq 0$ for all $t \in \mathbb{J}^{\kappa}$. See [9].

The next theorem indicates the equivalence between the existence of a solution of the scalar homogeneous second-order equation

$$
\psi^{\lambda^2}(t) + \Omega(t)\psi^{\lambda}(t) + \psi^{\lambda}(t)\psi(t) = 0, \quad t \in \mathbb{J}^{\kappa^2},
$$

and the existence of a solution $z$ of the corresponding Riccati equation

$$
(1 - \mu(t)z(t))z^{\lambda}(t) + \Omega(t)z(t) - z^{2}(t) - \Omega(t) = 0, \quad t \in \mathbb{J}^{\kappa^2}.
$$

See also [9].
**Theorem 2.1.** Assume that Riccati equation (2.2) has a solution \( z \) that satisfies \( 1 - \mu(t)z(t) \neq 0, t \in \mathbb{J}^\kappa \). Then \( e_{-z(t)}(1, a) \) is a solution of equation (2.1). Conversely, if equation (2.1) has a solution \( x \) with no zeros, then \( z(t) = -\frac{x^\Delta(t)}{x(t)} \) is a solution of equation (2.2).

**Proof.** Let \( z \) be a solution of (2.2) that satisfies \( 1 - \mu(t)z(t) \neq 0, t \in \mathbb{J}^\kappa \). The function \( x(t) = e_{-z(t)}(1, a) \) is a solution of equation (2.1). Indeed, for \( t \in \mathbb{J}^\kappa \), we have

\[
x^\Delta(t) = -z(t)x(t)
\]

and

\[
x^\Delta(t) + \Omega(t)x^\Delta(t) + P(t)x(t) = z^2(t)x(t) - z^\Delta(t)(x(t) - z(t)\mu(t)) - \Omega(t)z(t)x(t) + P(t)x(t)
\]

\[
= x(t)(z^2(t) - z^\Delta(t)(1 - z(t)\mu(t)) - \Omega(t)z(t) + P(t)) = 0.
\]

Conversely, assume that \( x \) is a scalar solution of equation (2.1) with no zeros. Define \( z \) by

\[
z(t) = -\frac{x^\Delta(t)}{x(t)}, t \in \mathbb{J}^\kappa.
\]

Then

\[
z^\Delta(t) = -\frac{x(t)x^\Delta(t) - (x^\Delta(t))^2}{x(t)x^\sigma(t)}.
\]

Simple calculations show that

\[
z^2(t) - (1 - z(t)\mu(t))z^\Delta(t) - \Omega(t)z(t) = \frac{x^\Delta(t) + \Omega(t)x^\Delta(t)}{x(t)} = -P(t), t \in \mathbb{J}^\kappa.
\]

The following result establishes a new sufficient condition for the existence of a unique solution \( x \) of the scalar equation (2.1) that satisfies the initial conditions \( x^\Delta(a) = a_i, i = 0, 1 \) for any \( a_0, a_1 \in \mathbb{R} \).

**Theorem 2.2.** Let \( \mathbb{T} \) be a time scale such that the forward jump operator \( \sigma \) is differentiable. Assume that Riccati equation (2.2) related to the scalar equation (2.1) has a solution \( z \) that satisfies both \( 1 - \mu(t)z(t) \neq 0 \) and \( 1 - \mu(t)(\Omega(t) - z^\sigma(t)) \neq 0, t \in \mathbb{J}^\kappa \). Then equation (2.1) has a unique solution \( x \) that satisfies the initial conditions \( x^\Delta(a) = a_i, i = 0, 1 \) for any \( a_0, a_1 \in \mathbb{R} \).

**Proof.** In view of Theorem 2.1, assume that \( x(t) = e_{-z(t)}(1, a) \) is a solution of equation (2.1). We look for another solution \( y \) of the form

\[
y(t) = u(t)x(t),
\]

where \( u \) is a scalar function which will be chosen such that \( [x, y] \) is a fundamental set for equation (2.1). We have

\[
y^\Delta(t) = u(t)x^\Delta(t) + u^\Delta(t)x^\sigma(t),
\]

and consequently

\[
y^\Delta^2(t) + \Omega(t)y^\Delta(t) + P(t)y(t) = u(t)x^\Delta^2(t) + u^\Delta(t)x^\Delta^\sigma(t) + u^\Delta(t)x^\sigma\Delta(t) + u^\Delta^2(t)x^\sigma^2(t) + \Omega(t)u(t)x^\Delta(t) + \Omega(t)u^\Delta(t)x^\sigma(t) + P(t)u(t)x(t)
\]

\[
= u^\Delta^2(t)x^\sigma^2(t) + u^\Delta^3(t)x^\Delta^\sigma(t) + u^\Delta^3(t)x^\sigma^\Delta(t) + \Omega(t)u^\Delta(t)x^\sigma(t).
\]

Thus \( y \) is a solution of equation (2.1) if and only if \( u \) satisfies the following equation

\[
u^\Delta^2(t)e_{-z^\sigma}(1, a) + u^\Delta(t)(e_{-z^\sigma}(1, a) + e_{-z^\sigma}(1, a) + \Omega(t)e_{-z^\sigma}(1, a)) = 0,
\]

which yields

\[
v^\Delta(t) + r(t)v(t) = 0,
\]

(2.3)
where \( r(t) = \frac{e^{-\Delta}(t, a) + e^{-\Delta}(t, a) + \Omega(t)e^{-\Delta}(t, a)}{e^{-\Delta}(t, a)} \) and \( v(t) = u(t) \). One can see that \( 1 - \mu(t)r(t) \neq 0, t \in J \).

Indeed, we have

\[
\begin{align*}
e^{-\Delta}(t, a) - \mu(t)(e^{-\Delta}(t, a) + \Omega(t)e^{-\Delta}(t, a)) &= e^{-\Delta}(t, a) - \mu(t) \left( e^{-\Delta}(t, a) + \Omega(t)e^{-\Delta}(t, a) \right) \\
&= (1 - \mu(t)\Omega(t)) e^{-\Delta}(t, a) - \mu(t)e^{-\Delta}(t, a) \\
&= (1 - \mu(t)\Omega(t)) e^{-\Delta}(t, a) + \mu(t)e^{-\Delta}(t, a) \\
&= (1 - \mu(t)\Omega(t) + \mu(t)e^{-\Delta}(t, a)) e^{-\Delta}(t, a) \\
&\neq 0.
\end{align*}
\]

Then \( v(t) = e^{-\Delta}(t, a) \) exists and is a solution of equation (2.3). Hence

\[
u(t) = \int_a^t e^{-\Delta}(s, a)\Delta s.
\]

The Wronskian of \( x \) and \( y = ux \) is given by

\[
W(x, y)(t) = e^{-\Delta}(t, a)(u(t)e^{-\Delta}(t, a) + u(t)e^{-\Delta}(t, a)) - e^{-\Delta}(t, a)u(t)e^{-\Delta}(t, a)
\]

\[
= e^{-\Delta}(t, a)e^{-\Delta}(t, a)u(t)e^{-\Delta}(t, a) - e^{-\Delta}(t, a)e^{-\Delta}(t, a)u(t)e^{-\Delta}(t, a).
\]

It follows that the Wronskian \( W(x, y)(t) \neq 0, t \in J \) and consequently \( \{x, y\} \) is a fundamental set of equation (2.1). Then for any \( a_0, a_1 \in \mathbb{R} \), there exist \( c_1, c_2 \in \mathbb{R} \) such that the solution \( \psi(t) = c_1x(t) + c_2y(t) \) of equation (2.1) satisfies the initial conditions \( \psi^\Delta(a) = a_i, i = 0, 1 \).

From now on, we assume \( \mathcal{P} \in C_{r^d}(J, \mathbb{R}) \) and \( \Omega \in C_{r^d}(J, \mathbb{R}) \). We need the following lemma in proving the rest of our results.

**Lemma 2.3.** \( \psi \) is a solution of equation (1.1) if and only if \( \psi \) satisfies the integral equation

\[
\psi(t) = a_0 + a_1(t - a) + \Omega(a)q_0(t - a) - \int_a^t \Omega(s)\psi(s)\Delta s + \int_a^t [t - s - \mu(s)][\Omega^\Delta(s)\psi(\sigma(s)) - \mathcal{P}(s)\psi(s) + f(s)]\Delta s,
\]

for some constants \( a_0, a_1 \in X \).

**Proof.** Assume \( \psi \) satisfies the integral equation (2.4). We denote by

\[
M(t) = \Omega(a)q_0(t - a) - \int_a^t \Omega(s)\psi(s)\Delta s + \int_a^t [t - s - \mu(s)][\Omega^\Delta(s)\psi(\sigma(s)) - \mathcal{P}(s)\psi(s) + f(s)]\Delta s.
\]

By Theorem 1.117 in [9], we have

\[
M^\Delta(t) = \Omega(a)q_0 - \Omega(t)\psi(t) + \int_a^t [\Omega^\Delta(s)\psi(\sigma(s)) - \mathcal{P}(s)\psi(s) + f(s)]\Delta s,
\]

and

\[
M^{\Delta\Delta}(t) = -\Omega(t)\psi^\Delta(t) - \mathcal{P}(t)\psi(t) + f(t).
\]

Then

\[
\psi^\Delta(t) = M^\Delta(t) = -\Omega(t)\psi^\Delta(t) - \mathcal{P}(t)\psi(t) + f(t).
\]

To prove the second direction, assume that \( \psi \) is a solution of equation (1.1). Integrating both sides of (1.1) two times, we get

\[
\psi(t) = a_0 + a_1(t - a) - \int_a^t I(s)\Delta s,
\]
where \( I(t) = \int_a^t [\Omega(s)\psi^\Delta(s) + \mathcal{P}(s)\psi(s) - f(s)]\Delta s \). Consider the function

\[
L(t) = -\int_a^t I(s)\Delta s. 
\tag{2.5}
\]

By taking \( \Delta \)-derivative of both sides of (2.5) and using (vi) of Theorem 1.77 in [9], we get

\[
L^\Delta(t) = -L(t) = \int_a^t [\Omega(s)\psi^\Delta(s) + \mathcal{P}(s)\psi(s) - f(s)]\Delta s
\]

\[
= -\int_a^t \Omega(s)\psi^\Delta(s)\Delta s - \int_a^t [\mathcal{P}(s)\psi(s) - f(s)]\Delta s
\]

\[
= \Omega(t)\psi(t) + \Omega(a)\psi(a) + \int_a^t \Omega^\Delta(s)\psi(\sigma(s))\Delta s - \int_a^t [\mathcal{P}(s)\psi(s) - f(s)]\Delta s
\]

\[
= M^\Delta(t). 
\]

Consequently, by (iii) of Corollary 1.68 in [9], we obtain

\[
M(t) = L(t) + C, \quad t \in J. 
\]

We have \( C = M(a) - L(a) = 0 \). Therefore \( \psi \) satisfies equation (2.4).

A sufficient condition for the existence of a unique solution of equation (1.1) can be stated in the following theorem.

**Theorem 2.4.** Assume

\[
\exists \alpha \in (0, 1) \text{ such that } \int_a^t \left[ |\Omega(s)| + |(t - s - \mu(s))| (|\Omega^\Delta(s)| + |\mathcal{P}(s)| \right] \Delta s \leq \alpha, \quad t \in J. 
\tag{2.6}
\]

Then for any \( a_0, a_1 \in X \), equation (1.1) has a unique solution \( \psi \) that satisfies the initial conditions

\[
\psi^\Delta_i(a) = a_i, \quad i = 0, 1. 
\]

**Proof.** Fix \( a_0, a_1 \in X \). We prove that the operator \( T : \mathcal{C}_{rd}(J, X) \rightarrow \mathcal{C}_{rd}(J, X) \) defined by

\[
T \psi(t) = a_0 + a_1(t - a) + \Omega(a) a_0(t - a) - \int_a^t \Omega(s)\psi(s)\Delta s + \int_a^t [t - s - \mu(s)] (|\Omega^\Delta(s)| \psi(\sigma(s)) - \mathcal{P}(s)\psi(s) + f(s))\Delta s
\]

is a contraction. Indeed, for \( \phi, \psi \in \mathcal{C}_{rd}(J, X) \), we have

\[
\| T \psi(t) - T \phi(t) \| \leq \left( \int_a^t \left[ |\Omega(s)| + |(t - s - \mu(s))| (|\Omega^\Delta(s)| + |\mathcal{P}(s)| \right] \Delta s \right) \| \psi - \phi \|_\infty \leq \alpha \| \psi - \phi \|_\infty, \quad t \in J.
\]

This implies that \( \| T \psi - T \phi \|_\infty \leq \alpha \| \psi - \phi \|_\infty \). Therefore \( T \) has a unique fixed point \( \psi \) which is the solution of the integral equation (2.4) satisfying the initial conditions.

As a direct consequence of Theorem 2.4, we obtain the following result.

**Corollary 2.5.** If the following condition

\[
(b - a) \| \Omega \|_\infty + (b - a)^2 (|\Omega^\Delta|_\infty + |\mathcal{P}|_\infty) < 1
\]

holds, then equation (1.1) has a unique solution \( \psi \) that satisfies the initial conditions \( \psi^\Delta_i(a) = a_i, i = 0, 1 \) for any \( a_0, a_1 \in X \).

In Sections 3 and 4, assume that \( \Omega \in \mathcal{C}_{rd}^1(J, \mathbb{R}) \), \( \mathcal{P} \in \mathcal{C}_{rd}(J, \mathbb{R}) \) and \( f \in \mathcal{C}_{rd}(J, X) \). New sufficient conditions for Hyers-Ulam and Hyers-Ulam-Rassias stability of equation (1.1) are obtained. For the concepts of Hyers-Ulam and Hyers-Ulam-Rassias stability, see [4, 14].
3. Hyers-Ulam stability results

**Definition 3.1.** Equation (1.1) is said to have Hyers-Ulam stability if there is a constant $L_{\text{HUs}} > 0$ with the following property. For any $\epsilon > 0$ and any $\psi \in C^2_{\beta_d}(\mathcal{J}, X)$ satisfies

$$
\|\psi^\Delta^2(t) + \Omega(t)\psi^\Delta(t) + \mathcal{P}(t)\psi(t) - f(t)\| \leq \epsilon, \quad t \in \mathcal{J}^2,
$$

(3.1)

there exists a solution $\phi \in C^2_{\beta_d}(\mathcal{J}, X)$ of equation (1.1) such that

$$
\|\psi(t) - \phi(t)\| \leq L_{\text{HUs}} \epsilon, \quad t \in \mathcal{J}.
$$

(3.2)

In this case $L_{\text{HUs}}$ is called a Hyers-Ulam stability constant (HUs constant).

In the next theorem a new sufficient condition for Hyers-Ulam stability of equation (1.1) is established.

**Theorem 3.2.** Equation (1.1) has Hyers-Ulam stability with a HUs constant

$$
L_{\text{HUs}} := \frac{(b - a)^2}{1 - \alpha},
$$

(3.3)

provided that condition (2.6) holds.

*Proof.* Let $\epsilon > 0$ and $\psi \in C^2_{\beta_d}(\mathcal{J}, X)$ satisfies inequality (3.1). Set

$$
h(t) = \psi^\Delta^2(t) + \Omega(t)\psi^\Delta(t) + \mathcal{P}(t)\psi(t) - f(t).
$$

(3.4)

Then $\psi$ solves the equation

$$
\psi^\Delta^2(t) + \Omega(t)\psi^\Delta(t) + \mathcal{P}(t)\psi(t) = f(t) + h(t), \quad t \in \mathcal{J}^2.
$$

(3.5)

Let $a_i = \psi^\Delta^1(a)$, $i = 0, 1$. By Lemma 2.3, $\psi$ is the solution of the integral equation

$$
\psi(t) = \psi(a) + a_1(t - a) + \Omega(a)\psi(a) - \int_a^t \Omega(s)\psi(s)\Delta s
+ \int_a^t [t - s - \mu(s)](\Omega^\Delta(s)\psi(\sigma(s)) - \mathcal{P}(s)\psi(s) + f(s) + h(s))\Delta s.
$$

(3.6)

Condition (2.6) ensures the existence of a unique solution $\phi$ of equation (1.1) with the initial conditions $\phi^\Delta^1(a) = a_i$, $i = 0, 1$. Equivalently, $\phi$ solves the integral equation

$$
\phi(t) = \phi(a) + a_1(t - a) + \Omega(a)\phi(a) - \int_a^t \Omega(s)\phi(s)\Delta s
+ \int_a^t [t - s - \mu(s)](\Omega^\Delta(s)\phi(\sigma(s)) - \mathcal{P}(s)\phi(s) + f(s))\Delta s.
$$

(3.7)

From (3.6) and (3.7), we have

$$
\|\psi(t) - \phi(t)\| \leq \int_a^t \|t - s - \mu(s)\|h(s)\|\Delta s + \int_a^t \|\Omega(s) + (|t - s - \mu(s)|)(\Omega^\Delta(s) + |\mathcal{P}(s)|)\|\Delta s\|\psi - \phi\|_{\infty}
\leq (b - a)^2 \epsilon + \alpha \|\psi - \phi\|_{\infty}, \quad t \in \mathcal{J}.
$$

This implies that

$$
\|\psi - \phi\|_{\infty} \leq \frac{(b - a)^2}{1 - \alpha} \epsilon.
$$

Consequently, $\phi$ satisfies (3.2). Therefore, equation (1.1) has Hyers-Ulam stability with a HUs constant $L$ given by (3.3).
4. Hyers-Ulam-Rassias stability results

**Definition 4.1.** Let \( \mathcal{C} \) be a family of positive rd-continuous functions on \( J \). Equation (1.1) is said to have Hyers-Ulam-Rassias stability of type \( \mathcal{C} \) if there is a constant \( L_{\text{HUR}, \mathcal{C}} > 0 \) with the following property. For any \( \omega \in \mathcal{C} \) and any \( \psi \in \mathcal{C}_r^2(J, X) \) that satisfies

\[
\|\psi^A(t) + \Omega(t)\psi^A(t) + \mathcal{P}(t)\psi(t) - f(t)\| \leq \omega(t), \quad t \in J^2,
\]

there exists a solution \( \phi \in \mathcal{C}_r^2(J, X) \) of equation (1.1) such that

\[
\|\psi(t) - \phi(t)\| \leq L_{\text{HUR}, \mathcal{C}} \omega(t), \quad t \in J.
\]

In this case \( L_{\text{HUR}, \mathcal{C}} \) is called a Hyers-Ulam-Rassias stability constant (HURs constant).

The following results are concerning with Hyers-Ulam-Rassias stability. Throughout the rest of the paper, we denote by

\[
M_p^\beta = \left\{ \omega \in \mathcal{C}_r^d(J, \mathbb{R}) : \omega \text{ is positive, decreasing and } \int_a^b \omega^p(s) \Delta s \leq \beta \omega^p(b) \right\},
\]

where \( p \geq 1 \) and \( \beta > 0 \).

**Theorem 4.2.** Assume that condition (2.6) holds. Then equation (1.1) has Hyers-Ulam-Rassias stability of type \( M_1^\beta \) with a HURs constant given by

\[
L_{\text{HUR}, M_1^\beta} := \frac{\beta(b-a)}{1-\alpha}.
\]

**Proof.** Let \( \omega \in M_1^\beta \) and \( \psi \in \mathcal{C}_r^2(J, X) \) satisfies inequality (4.1). Set \( h \) as in (3.4). Then \( \psi \) is a solution of equation (3.5). By Lemma 2.3, it solves the integral equation (3.6), where

\[
a_i = \psi^{A_i}(a), i = 0, 1.
\]

By (2.6), there exists a unique solution \( \phi \) of equation (1.1) with the initial conditions \( \phi^{A_i}(a) = a_i, i = 0, 1 \). Equivalently, \( \phi \) is the solution of the integral equation (3.7). Using equations (3.6) and (3.7), we conclude that

\[
\|\psi(t) - \phi(t)\| \leq \int_a^t |t-s-\mu(s)| \|h(s)\| \Delta s + \int_a^t \left( |\Omega(s)||t-s-\mu(s)||\psi^A(s)| + |\mathcal{P}(s)| \right) \Delta s \|\psi - \phi\|_\infty
\]

\[
\leq (b-a) \int_a^t \omega(s) \Delta s + \alpha \|\psi - \phi\|_\infty.
\]

Inequality (4.5) yields

\[
\|\psi - \phi\|_\infty \leq (b-a) \int_a^b \omega(s) \Delta s + \alpha \|\psi - \phi\|_\infty \leq \beta(b-a) \omega(b) + \alpha \|\psi - \phi\|_\infty \leq \beta(b-a) \omega(t) + \alpha \|\psi - \phi\|_\infty, \quad t \in J.
\]

It follows that

\[
\|\psi - \phi\|_\infty \leq \frac{\beta(b-a)}{1-\alpha} \omega(t), \quad t \in J,
\]

and consequently, \( \phi \) satisfies (4.2). Therefore, equation (1.1) has Hyers-Ulam-Rassias stability of type \( \mathcal{M}_1^\beta \) with a HURs constant given by (4.3).

**Theorem 4.3.** Assume that condition (2.6) holds. Let \( p > 1 \) and \( q = \frac{p}{p-1} \). Then equation (1.1) has Hyers-Ulam-Rassias stability of type \( \mathcal{M}_p^\beta \) with a HURs constant

\[
L_{\text{HUR}, \mathcal{M}_p^\beta} := \frac{\beta^p(b-a)^{\frac{a+1}{q}}}{{1-\alpha}}.
\]
Proof. Let \( \omega \in \mathcal{M}_\beta^p \) and \( \psi \in C^2_{rd}(\mathbb{J}, X) \) satisfies (4.1). Define \( h \) as in (3.4). Assume \( \psi \) is given by (3.6), where \( a_1 \) is given by (4.4). Also assume that \( \psi \) is the solution of (3.7). From (3.6) and (3.7), we obtain inequality (4.5). We apply Hölder inequality to get

\[
\|\psi(t) - \phi(t)\| \leq (b-a) \int_a^b \omega(s)|\Delta s + \alpha \|\psi - \phi\|_\infty \leq (b-a)^\frac{1}{\beta} (b-a) (\int_a^b \omega^p(s)|\Delta s)^\frac{1}{p} + \alpha \|\psi - \phi\|_\infty \leq \beta (b-a)^\frac{q+1}{q} \omega(b) + \alpha \|\psi - \phi\|_\infty.
\]

This implies

\[
\|\psi - \phi\|_\infty \leq \beta (b-a)^\frac{q+1}{p} \omega(t) + \alpha \|\psi - \phi\|_\infty \leq \beta (b-a)^\frac{q+1}{p} \omega(t) + \alpha \|\psi - \phi\|_\infty, \quad t \in \mathbb{J}.
\]

It follows that

\[
\|\psi - \phi\|_\infty \leq \frac{\beta (b-a)^{\frac{q+1}{p}}}{1-\alpha} \omega(t).
\]

Therefore, equation (1.1) has Hyers-Ulam-Rassias stability of type \( \mathcal{M}_\beta^p \) with a HURs constant given by (4.6).

\[ \square \]

5. Illustrative examples

Example 5.1. Consider the equation

\[
\psi^\Delta^2(t) + e^{-1}\psi^\Delta(t) + r (e^{t-1}) \psi(t) = f(t), \quad t \in [0, 1],
\]

where \( r \in (0, 1) \) and \( f \) is continuous. Condition (2.6) holds with \( \alpha = e^{-1}(1+r(e-1)) < 1 \). Therefore, equation (5.1) has Hyers-Ulam stability with a constant

\[
L_{\text{HU}} = \frac{1}{1-\alpha},
\]

and has Hyers-Ulam-Rassias stability of type \( \mathcal{M}_\beta^p \) with a constant

\[
L_{\text{HURs,}\mathcal{M}_\beta^p} = \frac{\beta^{\frac{1}{p}}}{1-\alpha}, p \geq 1.
\]

Example 5.2. Let \( n > 1 \) be a natural number and \( \mathbb{J} = [1, n] \cap \mathbb{Z} \). Consider the equation

\[
\psi^\Delta^2(t) + \frac{d}{n-1} \psi^\Delta(t) + \frac{a(t)(1-d)}{n^3} \psi(t) = f(t), \quad t \in \mathbb{J}^n^2,
\]

where \( d \in (0, 1) \), \( f \in C_{rd}(\mathbb{J}, \mathbb{R}) \) and \( a : \mathbb{J} \to [0, 1] \). For \( t \in \mathbb{J} \), we have

\[
\Delta s \leq \frac{n}{n-1} \Delta s + \frac{n}{n-1} \Delta s = \frac{n}{n-1} \Delta s = \frac{n}{n^2} \sum_{k=1}^{n-1} a(k) \leq d + \frac{(1-d)(n-1)}{n^2} < 1.
\]

Hence condition (2.6) holds with \( \alpha = d + \frac{(1-d)(n-1)}{n^2} \). Therefore, equation (5.2) has Hyers-Ulam stability with a constant

\[
L_{\text{HU}} := \frac{(n-1)^2}{1-\alpha}.
\]
and has Hyers-Ulam-Rassias stability of type $M^1_{\beta}$ with a constant
\[ L_{\text{HUR},M^1_{\beta}} = \frac{\beta(n-1)}{1-\alpha}, \]
and has Hyers-Ulam-Rassias stability of type $M^p_{\beta}$ with a constant
\[ L_{\text{HUR},M^p_{\beta}} := \frac{\beta^p(n-1)^{\frac{q+1}{q}}}{1-\alpha}. \]
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