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#### Abstract

In this paper, we study the existence of continuous solutions of a set-valued functional integral equation for the VolterraStieltjes type. The asymptotic stability of the solutions will be studied. The continuous dependence of the solution on the set of selections of the set-valued function will be proven. As an application, we study the existence of solutions of an initial value problem of arbitrary (fractional) order differential inclusion.


Keywords: Nonlinear Volterra-Stieltjes integral inclusion, function of bounded variation, asymptotic stability, continuous dependence of the solution, integral inclusion of fractional order.
2020 MSC: 74H10, 45G10.
(c)2020 All rights reserved.

## 1. Introduction

The topic of fractional calculus is enjoying growing interest not only among mathematicians but also among physicists and engineers (see [6, 10, 19, 26, 29, 30]). It turns out that a lot of results of the theory of differential and integral equations of fractional order can be considered from a unified point of view with help of the theory of the so-called Volterra-Stieltjes set-valued integral equation. A set-valued functional equation has been extensively investigated by a number of authors and there are many interesting results concerning this problem (see [15-18, 20, 23, 24, 27]). The interest in the study of Volterra-Stieltjes integral equations was initiated mainly by the papers (see [4, 12, 13, 21]).

In this paper, we discuss the existence of continuous solutions for the set-value functional integral equation of Volterra-Stiltjes type

$$
\begin{equation*}
x(t) \in p(t)+F_{1}\left(t, \int_{0}^{t} f_{2}\left(s, x(\varphi(s)) d_{s} g(t, s)\right), \quad t \in[0, T], T<\infty,\right. \tag{1.1}
\end{equation*}
$$

where $F_{1}:[0, T] \times R^{+} \rightarrow P(R)$ is a set-valued mapping and $P(R)$ denotes the family of nonempty subsets of R. Our study depends on the selections of the set-valued function $F_{1}$ by reformulating the Volterra-Stiltjes

[^0]integral inclusion (1.1) into a coupled system. The asymptotic stability of the solutions will be studied. Also, the continuous dependence of the solution on the set of selections of the set-valued function $F_{1}$ and function $g(t, s)$ will be proved. As particular cases, the existence theorems concerning both nonlinear integral inclusion of fractional orders
$$
x(t) \in p(t)+F_{1}\left(t, I^{\alpha} f_{2}(t, x(\varphi(t)))\right), \quad t \in[0, T], \quad T<\infty
$$
and the initial value problem of arbitrary (fractional) orders differential inclusion
\[

$$
\begin{align*}
& \frac{d x(t)}{d t} \in F_{1}\left(t, D^{\beta} x(t)\right), \quad t \in(0, T], \quad T<\infty,  \tag{1.2}\\
& x(0)=x_{0}, \tag{1.3}
\end{align*}
$$
\]

were studied where $\alpha, \beta \in(0,1]$, and some further results will be discussed. Indeed, the tools and methods associated with the theory of nonlinear Volterra-Stieltjes set-valued integral equations which will be applied in this paper are more convenient and allow us to obtain more applicable results.

This paper is organized as follows. In Section 2, we recall some useful preliminaries. In Section 3, we state sufficient conditions which guarantee the existence of at least one continuous solution to the problem (1.1). In Section 4, we show that the solutions of the nonlinear Volterra-Stieltjes integral inclusion are asymptotically stable. While Section 5 , deals with the existence of continuous dependence of unique solutions for inclusion (1.1) on the set of selections of the set-valued function and on the function $g(t, s)$. Also, we deduce the existence theorems of solutions for Volterra integral equation of fractional order and differential inclusion in Section 6. In Section 7, we discuss some special cases of inclusion (1.1).

## 2. Preliminaries

This section is devoted to providing the notation, definitions, and other auxiliary facts that will be needed in our further study. At the beginning assume that E is a Banach space with the norm $\|\cdot\|_{\mathrm{E}}$. For an interval, $\mathrm{I}=[0, \mathrm{~T}]$, where $\mathrm{T}<\infty$, denote by $\mathrm{C}=\mathrm{C}(\mathrm{I}, \mathrm{E})$ the space consisting of all continuous functions defined on I and taking values in the space $E$. This space will be furnished with sup-norm

$$
\|x\|_{C}=\sup _{t \in I}|x(t)| .
$$

We will accept the following axiomatic definition and theorem of the concept of a set-valued map.
Definition 2.1. Let $F$ be a set-valued map defined on a Banach space $E, f$ is called a selection of $F$ if $f(x) \in F(x)$, for every $x \in E$ and we denote by

$$
S_{F}=\{f: f(x) \in F(x), x \in E\}
$$

the set of all selections of $F$ (for the properties of the selection of $F$ see [9, 25, 27]).
Definition 2.2 ([23]). A set-valued map F from $I \times E$ to family of all nonempty closed subsets of $E$ is called Lipschitzian if there exists $k>0$ such that for all $t \in I$ and all $x_{1}, x_{2} \in E$, we have

$$
h\left(F\left(t, x_{1}\right), F\left(s, x_{2}\right)\right) \leqslant k\left(|t-s|+\left|x_{1}-x_{2}\right|\right),
$$

where $h(A, B)$ is the Hausdorff distance between the two subsets $A, B \in I \times E$ (for the properties of the Hausdorff distance see [3]).

The following Theorem [3, Sect.9, Chap.1, Th.1] assumes the existence of Lipschitzian selection.
Theorem 2.3 ([24]). Let $M$ be a metric space and F be Lipschitzian set-valued function from M into the nonempty compact convex subsets of $R^{n}$. Assume, moreover, that for some $\lambda>0, F(x) \subset \lambda B$ for all $x \in M$, where $B$ is the unit ball on $R^{n}$. Then there exists a constant $c$ and a single-valued function $f: M \rightarrow R^{n}, f(x) \in F(x)$ for $x \in M$; this function is Lipschitzian with constant $k$.

In what follows, we discuss a few auxiliary facts concerning the functions of bounded variation [2]. To this end assume that $x$ is a real function defined on a fixed interval $[a, b]$. By the symbol $\bigvee_{a}^{b} x$ we will denote the variation of the function $x$ on the interval $[a, b]$. In the case when $\bigvee_{a}^{b} x$ is finite we say that $x$ is of bounded variation on $[a, b]$. In the case of a function $\mathfrak{u}(t, s)=:[a, b] \times[c, d] \rightarrow R$ we can consider the variation $\bigvee_{t=p}^{q} u(t, s)$ of the function $t \rightarrow u(t, s)$ (i.e., the variation of the function $u(t, s)$ with respect to the variable $t$ ) on the interval $[p, q] \subset[a, b]$. Similarly, we define the quantity $\bigvee_{s=p}^{q} u(t, s)$. We will not discuss the properties of the variation of functions of bounded variation. We refer to [2] for the mentioned properties. Furthermore, assume that $x$ and $\phi$ are two real functions defined on the interval $[a, b]$. Then, under some extra conditions (cf. [2]), we can define the Stieltjes integral (more precisely, the RiemannStieltjes integral) of the function $x$ with respect to the function $\phi$ on the interval $[a, b]$ which is denoted by the symbol $\int_{a}^{b} x(t) d_{\phi}(t)$. In such a case, we say that $x$ is Stieltjes integrable on the interval $[a, b]$ with respect to $\phi$.

In the relevant literature, we may encounter a lot of conditions guaranteeing the Stieltjes integrability [ $2,22,27]$. One of the most frequently exploited conditions requires that $x$ is continuous and $\phi$ is of bounded variation on $[\mathrm{a}, \mathrm{b}]$.

Next, we recall a few properties of the Stieltjes integral which will be used in our considerations (cf. [2]).

Lemma 2.4. Assume that x is Stieltjes integrable on the interval $[\mathrm{a}, \mathrm{b}]$ with respect to a function $\phi$ of bounded variation. Then

$$
\left|\int_{a}^{b} x(t) d_{\phi}(t)\right| \leqslant \int_{a}^{b}|x(t)| d\left(\bigvee_{a}^{t} \phi\right)
$$

Lemma 2.5. Let $x_{1}$ and $x_{2}$ be Stieltjes integrable functions on the interval, $[\mathrm{a}, \mathrm{b}]$ with respect to a nondecreasing function $\phi$ such that $\mathrm{x}_{1}(\mathrm{t}) \leqslant \mathrm{x}_{2}(\mathrm{t})$ for $\mathrm{t} \in[\mathrm{a}, \mathrm{b}]$. Then the following inequality is satisfied:

$$
\int_{a}^{b} x_{1}(t) d_{\phi}(t) \leqslant \int_{a}^{b} x_{2}(t) d_{\phi}(t)
$$

In the sequel, we will also consider the Stieltjes integrals of the form $\int_{a}^{b} x(s) d_{s} g(t, s)$, where $g:[a, b] \times$ $[a, b] \rightarrow R$ and the symbol $d_{s}$ indicates the integration with respect to the variables. The details concerning the integral of such a type will be given later.

## 3. Existence of at least one continuous solution

Consider now the set-valued integral equation (1.1) under the following assumptions
(i) $p: I \rightarrow R$ is a continuous function on $I, p^{*}=\sup _{t \in I}|p(t)|$;
(ii) $F_{1}: I \times R \rightarrow P(R)$ is a Lipschitzian set-valued map with a nonempty compact convex subset of $2^{R^{+}}$;
(iii) $\varphi: I \rightarrow I$ is a continuous function such that $\varphi(\mathrm{t}) \leqslant \mathrm{t}$;
(iv) $f_{2}: I \times R \rightarrow R$ is continuous and there exist two constants $a$ and $b$ such that

$$
\left|f_{2}(t, x)\right| \leqslant a+b|x|, \forall t \in I \text { and } x \in R ;
$$

(v) the function $g(t, s)=g: \Lambda \rightarrow R$ is continuous on $\Lambda=\{(t, s): 0 \leqslant s \leqslant t \leqslant T\}$;
(vi) the function $s \rightarrow g(t, s)$ is of bounded variation on $[0, t]$ for each $t \in I$;
(vii) for any $\epsilon>0$, there exists $\delta>0$ such that, for all $t_{1} ; t_{2} \in I$ with $t_{1}<t_{2}$ and $t_{2}-t_{1} \leqslant \delta$, the following inequality holds:

$$
\bigvee_{s=0}^{t_{1}}\left[g\left(t_{2}, s\right)-g\left(t_{1}, s\right)\right] \leqslant \epsilon
$$

(viii) $\mathrm{g}(\mathrm{t}, 0)=0$ for any $\mathrm{t} \in \mathrm{I}$.

It is clear that from Theorem 2.3 and assumption (ii), the set of Lipschitz selection of $F_{1}$ is non empty. So, the solution of the single-valued integral equation

$$
\begin{equation*}
x(\mathrm{t})=\mathrm{p}(\mathrm{t})+\mathrm{f}_{1}\left(\mathrm{t}, \int_{0}^{\mathrm{t}} \mathrm{f}_{2}\left(\mathrm{~s}, \mathrm{x}(\varphi(\mathrm{~s})) \mathrm{d}_{\mathrm{s}} \mathrm{~g}(\mathrm{t}, \mathrm{~s})\right), \quad \mathrm{t} \in \mathrm{I},\right. \tag{3.1}
\end{equation*}
$$

where $f_{1} \in S_{F_{1}}$, is a solution to the inclusion (1.1). It must be noted that $f_{1}$ satisfied the Lipschitz selection

$$
\left|f_{1}(t, x)-f_{1}(s, y)\right| \leqslant k(|t-s|,|x-y|) .
$$

Obviously, we will assume that g satisfies assumptions (v)-(viii).
For our purposes, we will only need the following lemmas.
Lemma 3.1 ([6]). The function $z \rightarrow \bigvee_{s=0}^{z} g(t, s)$ is continuous on $[0, t]$ for any any $t \in I$.
Lemma 3.2 ([6]). Let the assumptions (vi)-(vii) be satisfied. Then, For an arbitrary fixed number $0<\mathrm{t}_{2} \in \mathrm{I}$ and for any $\epsilon>0$, there exists $\delta>0$ such that if $\mathrm{t}_{1} \in \mathrm{I} ; \mathrm{t}_{1}<\mathrm{t}_{2}$ and $\mathrm{t}_{2}-\mathrm{t}_{1} \leqslant \delta$ then $\bigvee_{s=t_{1}}^{\mathrm{t}_{2}} g\left(\mathrm{t}_{2}, \mathrm{~s}\right) \leqslant \epsilon$.
Lemma 3.3 ([6]). Under the the assumptions (vi)-(vii), the function $t \rightarrow \bigvee_{s=0}^{\mathrm{t}} \mathrm{g}(\mathrm{t}, \mathrm{s})$ is continuous on I.
Further, let us observe that based on Lemma 3.3, we infer that there exists a finite positive constant K , such that

$$
K=\sup \left\{\bigvee_{s=0}^{t} g(t, s): t \in I\right\}
$$

Now, let

$$
\begin{equation*}
y(t)=\int_{0}^{t} f_{2}\left(s, x(\varphi(s)) d_{s} g(t, s), \quad t \in I .\right. \tag{3.2}
\end{equation*}
$$

Then the nonlinear functional integral equation (3.1) can be written in the form

$$
\begin{equation*}
x(t)=p(t)+f_{1}(t, y(t)), \quad t \in I . \tag{3.3}
\end{equation*}
$$

Hence, the functional integral equation (3.1) is equivalent to the coupled system (3.2) and (3.3).
Now, we study the existence of a continuous solution of the functional integral equation (3.1), which is a solution of the functional integral inclusion (1.1), by getting the continuous solution of the coupled system (3.2) and (3.3).
Definition 3.4. By a solution of the coupled system (3.3) and (3.2) we mean the functions $x, y \in C[0, T]$ satisfying (3.3) and (3.2).
Remark 3.5. From the Lipschitz condition of $f_{1}$, we have:

$$
\left|f_{1}(t, x)\right|-\left|f_{1}(t, 0)\right| \leqslant\left|f_{1}(t, x)-f_{1}(t, 0)\right| \leqslant k|x|,
$$

i.e.,

$$
\left|f_{1}(t, x)\right| \leqslant k|x|+\sup _{t \in[0, \mathrm{~T}]}\left|f_{1}(t, 0)\right| \leqslant k|x|+f_{1}^{*},
$$

where

$$
f_{1}^{*}=\sup _{t \in[0, T]}\left|f_{1}(t, 0)\right| .
$$

Let $X$ be the class of all ordered pair $u=(x, y), x, y \in C(I)$ and define the Banach space $X=C(I) \times C(I)$ with the norm

$$
\|(x, y)\|_{X}=\|x\|_{C}+\|y\|_{C} .
$$

Now for the existence of at least one solution, $u=(x, y), x, y \in C(I)$ of the coupled system (3.3), (3.2) we
have the following theorem.
Theorem 3.6. Let the assumptions (i)-(viii) be satisfied. Then there exists at least one continuous solution $u=$ $(x, y), x, y \in C(I)$ of the coupled system (3.3), (3.2).

Proof. Let the set $\mathrm{Q}_{\mathrm{r}}$ be defined as

$$
\mathrm{Q}_{\mathrm{r}}=\left\{u=(x, y):(x, y) \in X,\|x\| \leqslant r_{1},\|y\| \leqslant r_{2},\|u\| \leqslant r=r_{1}+r_{2}\right\}
$$

where, $r=\frac{p^{*}+f_{1}^{*}}{1-k}+\frac{a k}{1-b K}$, it is clear that the set $Q_{r}$ is nonempty, bounded, closed and convex. Let $A$ be an operator defined by

$$
\begin{aligned}
A u(t) & =A(x, y)(t)=\left(A_{1} y(t), A_{2} x(t)\right) \\
A_{1} y(t) & =p(t)+f_{1}(t, y(t)), \quad t \in I
\end{aligned}
$$

and

$$
A_{2} x(t)=\int_{0}^{t} f_{2}\left(s, x(\varphi(s)) d_{s} g(t, s), \quad t \in I\right.
$$

where for $u=(x, y) \in Q_{r}$, and from Remark (3.5) we have

$$
\left|A_{1} y(t)\right|=\left|p(t)+f_{1}(t, y(t))\right| \leqslant|p(t)|+\left|f_{1}(t, y(t))\right| \leqslant p^{*}+k|x|+f_{1}^{*}=r_{1}
$$

then

$$
\left\|A_{1} y\right\| \leqslant p^{*}+k r_{1}+f_{1}^{*}=r_{1}, \quad r_{1}=\frac{p^{*}+f_{1}^{*}}{1-k}
$$

Also

$$
\begin{aligned}
\left|A_{2} x(t)\right| & =\left|\int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)\right| \\
& \leqslant \int_{0}^{t}\left|f_{2}(s, x(\varphi(s)))\right|\left|d_{s} g(t, s)\right| \\
& \leqslant \int_{0}^{t}[a+b|x(\varphi(s))|] d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right) \\
\left\|A_{2} x\right\| & \leqslant \int_{0}^{t} a d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right)+\int_{0}^{t} b|x(\varphi(s))| d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right) \\
& \leqslant a \int_{0}^{t} d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right)+b r_{2} \int_{0}^{t} d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right) \\
& \leqslant\left(a+b r_{2}\right)\left(\bigvee_{s=0}^{t} g(t, s)\right) \\
& \leqslant\left(a+b r_{2}\right) \sup _{t \in I}\left(\bigvee_{s=0}^{t} g(t, s)\right), \\
\left\|A_{2} x\right\| & \leqslant\left(a+b r_{2}\right) K=r_{2}, r_{2}=\frac{a K}{1-b K} .
\end{aligned}
$$

Now

$$
\|A u\|_{x}=\left\|A_{1} y\right\|_{c}+\left\|A_{2} x\right\|_{c} \leqslant r_{1}+r_{2} \leqslant \frac{p^{*}+f_{1}^{*}}{1-k}+\frac{a K}{1-b K}=r
$$

Then $A Q_{r} \subset Q_{r}$ and the class $\{A u\}, u \in Q_{r}$ is uniformly bounded.
Now, for $u=(x, y) \in Q_{r}$, for all $\epsilon>0, \delta>0$ and for each $t_{1}, t_{2} \in I, t_{1}<t_{2}$ such that $\left|t_{2}-t_{1}\right|<\delta$, we have

$$
\begin{aligned}
\left|A_{1} y\left(t_{2}\right)-A_{1} y\left(t_{1}\right)\right| & =\left|p\left(t_{2}\right)+f_{1}\left(t_{2}, y\left(t_{2}\right)\right)-p\left(t_{1}\right)-f_{1}\left(t_{1}, y\left(t_{1}\right)\right)\right| \\
& \leqslant\left|p\left(t_{2}\right)-p\left(t_{1}\right)\right|+\left|f_{1}\left(t_{2}, y\left(t_{2}\right)\right)-f_{1}\left(t_{1}, y\left(t_{1}\right)\right)\right| \\
& \leqslant\left|p\left(t_{2}\right)-p\left(t_{1}\right)\right|+\left|f_{1}\left(t_{2}, y\left(t_{2}\right)\right)-f_{1}\left(t_{1}, y\left(t_{2}\right)\right)\right|\left|f_{1}\left(t_{1}, y\left(t_{2}\right)\right)-f_{1}\left(t_{1}, y\left(t_{1}\right)\right)\right| \\
& \leqslant\left|p\left(t_{2}\right)-p\left(t_{1}\right)\right|+k\left|t_{2}-t_{1}\right|+k\left|y\left(t_{2}\right)-y\left(t_{1}\right)\right| \\
& \leqslant\left|p\left(t_{2}\right)-p\left(t_{1}\right)\right|+k \delta+k\left|y\left(t_{2}\right)-y\left(t_{1}\right)\right|
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|A_{2} \chi\left(t_{2}\right)-A_{2} x\left(t_{1}\right)\right| \leqslant\left|\int_{0}^{t_{2}} f_{2}(s, x(\varphi(s))) d_{s} g\left(t_{2}, s\right)-\int_{0}^{t_{1}} f_{2}(s, x(\varphi(s))) d_{s} g\left(t_{1}, s\right)\right| \\
& \leqslant\left|\int_{0}^{t_{2}} f_{2}(s, x(\varphi(s))) d_{s} g\left(t_{2}, s\right)-\int_{0}^{t_{1}} f_{2}(s, x(\varphi(s))) d_{s} g\left(t_{2}, s\right)\right| \\
& +\left|\int_{0}^{t_{1}} f_{2}(s, x(\varphi(s))) d_{s} g\left(t_{2}, s\right)-\int_{0}^{t_{1}} f_{2}(s, x(\varphi(s))) d_{s} g\left(t_{1}, s\right)\right| \\
& \leqslant\left|\int_{t_{1}}^{t_{2}} f_{2}(s, \chi(\varphi(s))) d_{s} g\left(t_{2}, s\right)\right|+\left|\int_{0}^{t_{1}} f_{2}(s, x(\varphi(s)))\left[d_{s} g\left(t_{2}, s\right)-d_{s} g\left(t_{1}, s\right)\right]\right| \\
& \leqslant \int_{t_{1}}^{t_{2}}[a+b|x(\varphi(s))|] d_{s}\left(\bigvee_{p=0}^{s} g\left(t_{2}, p\right)\right)+\int_{0}^{t_{1}}[a+b|x(\varphi(s))|] d_{s}\left(\bigvee_{p=0}^{s}\left[g\left(t_{2}, p\right)-g\left(t_{1}, p\right)\right]\right) \\
& \leqslant \int_{t_{1}}^{t_{2}}(a+b r) d_{s}\left(\bigvee_{p=0}^{s} g\left(t_{2}, p\right)\right)+\int_{0}^{t_{1}}(a+b r) d_{s}\left(\bigvee_{p=0}^{s}\left[g\left(t_{2}, p\right)-g\left(t_{1}, p\right)\right]\right) \\
& \leqslant(a+b r)\left[\int_{t_{1}}^{t_{2}} d_{s}\left(\bigvee_{p=0}^{s} g\left(t_{2}, p\right)\right)+\int_{0}^{t_{1}} d_{s}\left(\bigvee_{p=0}^{s}\left(g\left(t_{2}, p\right)-g\left(t_{1}, p\right)\right)\right)\right] \\
& \leqslant(a+b r)\left[\left(\bigvee_{s=0}^{t_{2}} g\left(t_{2}, s\right)-\bigvee_{s=0}^{t_{1}} g\left(t_{2}, s\right)\right)+\bigvee_{s=0}^{t_{1}}\left(g\left(t_{2}, s\right)-g\left(t_{1}, s\right)\right)\right] \\
& \leqslant(a+b r)\left[\bigvee_{s=t_{1}}^{t_{2}} g\left(t_{2}, s\right)+N_{\epsilon}\right],
\end{aligned}
$$

where

$$
N_{\epsilon}=\sup \left\{\bigvee_{s=0}^{t_{2}}\left(g\left(t_{2}, s\right)-g\left(t_{1}, s\right)\right): t_{1}, t_{2} \in I t_{1}<t_{2} ; t_{1}-t_{2} \leqslant \epsilon\right\}
$$

For the operator $A$ and $u \in \mathrm{Q}_{r}$ we have

$$
\begin{aligned}
A u\left(t_{2}\right)-A u\left(t_{1}\right) & =A(x, y)\left(t_{2}\right)-A(x, y)\left(t_{1}\right) \\
& =\left(A_{1} y\left(t_{2}\right), A_{2} x\left(t_{2}\right)\right)-\left(A_{1} y\left(t_{1}\right), A_{2} x\left(t_{1}\right)\right) \\
& =\left(A_{1} y\left(t_{2}\right)-A_{1} y\left(t_{1}\right), A_{2} x\left(t_{2}\right)-A_{2} x\left(t_{1}\right)\right)
\end{aligned}
$$

then

$$
\begin{aligned}
\left\|A u\left(t_{2}\right)-A u\left(t_{1}\right)\right\|_{x} & =\left\|\left(A_{1} y\left(t_{2}\right)-A_{1} y\left(t_{2}\right), A_{2} x\left(t_{2}\right)-A_{2} x\left(t_{1}\right)\right)\right\|_{x} \\
& =\left\|A_{1} y\left(t_{2}\right)-A_{1} y\left(t_{2}\right)\right\|_{c}+\left\|A_{2} x\left(t_{2}\right)-A_{2} x\left(t_{1}\right)\right\|_{C}
\end{aligned}
$$

$$
=\left\|p\left(t_{2}\right)-p\left(t_{1}\right)\right\|+k \delta+k\left\|y\left(t_{2}\right)-y\left(t_{1}\right)\right\|+(a+b r)\left[\bigvee_{s=t_{1}}^{t_{2}} g\left(t_{2}, s\right)+N_{\epsilon}\right] .
$$

This means that the class of functions $\{A u\}$ is equi-continuous on Qr . Then by the Arzela-Ascoli Theorem [11], the operator $A$ is compact. It remains to prove the continuity of $A: \operatorname{Qr} \rightarrow \operatorname{Qr}$. Let $u_{n}=\left(x_{n}, y_{n}\right)$ be a sequence in $\operatorname{Qr}$ with $x_{n} \rightarrow x$, and $y_{n} \rightarrow y$ and since $f_{2}(t, x(t))$ is continuous in $C(I) \times R$. Then $f_{2}\left(t, x_{n}(t)\right)$ converges to $f_{2}(t, x(t))$, thus $f_{2}\left(t, x_{n}(\varphi(t))\right)$ converges to $f_{2}(t, x(\varphi(t)))$ (see assumption (ii)). Using assumptions (iii) and applying Lebesgue dominated convergence theorem, we get

$$
\lim _{n \rightarrow \infty} \int_{0}^{t} f_{2}\left(s, x_{n}(\varphi(s))\right) d_{s} g(t, s)=\int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s),
$$

then

$$
\begin{aligned}
\lim _{n \rightarrow \infty} A_{1} y_{n}(t) & =p(t)+\lim _{n \rightarrow \infty} f_{1}\left(t, y_{n}(t)\right)=p(t)+f_{1}(t, y(t)), \\
\lim _{n \rightarrow \infty} A_{2} x_{n}(t) & =\int_{0}^{t} \lim _{n \rightarrow \infty} f_{2}\left(s, x_{n}(\varphi(s))\right) d_{s} g(t, s)=\int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)=A_{2} x(t) \\
\lim _{n \rightarrow \infty} A u_{n}(t) & =\lim _{n \rightarrow \infty}\left(A_{1} y_{n}(t), A_{2} x_{n}(t)\right)=\left(\lim _{n \rightarrow \infty} A_{1} y_{n}(t), \lim _{n \rightarrow \infty} A_{2} x_{n}(t)\right)=\left(A_{1} y(t), A_{2} x(t)\right)=A u(t) .
\end{aligned}
$$

Since all conditions of the Schauder fixed-point theorem [28] hold then $A$ has a fixed point $u \in Q_{r}$, and then the system (3.3), (3.2) has at least one continuous solutions $u=(x, y) \in Q_{r}, x, y \in C(I)$. Consequently, the functional integral equation (3.1) has at least one solution $x \in C(I)$.

## 4. Asymptotic stability of Volterra-Stieltjes integral inclusion

We shall show that the solutions of the nonlinear Volterra-Stieltjes integral inclusion are asymptotically stable. The concept of the asymptotic stability of a solution of (1.1) can be given by (as in Banaśa and Rzepka [5]).
Definition 4.1. The solution $x$ of (3.1) is said to be an asymptotically stable solution if for any $\epsilon>0$ there exists $\hat{T} \in[0, T], \quad T<\infty, \quad \hat{T}=\hat{T}(\epsilon)>0$ such that, if $t \geqslant \hat{T}$ and for every other solutions $y$ of (3.3), (3.2), then

$$
|x(t)-y(t)| \leqslant \epsilon
$$

Let $x_{1}(t)$ and $x_{2}(t)$ be two solutions of (3.1). Then

$$
\begin{aligned}
\left|y_{1}(t)-y_{2}(t)\right| & \leqslant l \int_{0}^{t} f_{2}\left(s, x_{1}(\varphi(s))\right) d_{s} g(t, s)-\int_{0}^{t} f_{2}\left(s, x_{2}(\varphi(s))\right) d_{s} g(t, s) \mid \\
& \leqslant \int_{0}^{t}\left|f_{2}\left(s, x_{1}(\varphi(s))\right)\right|+\left|f_{2}\left(s, x_{2}(\varphi(s))\right)\right|\left|d_{s} g(t, s)\right| \\
& \leqslant \int_{0}^{t} a+b\left|x_{1}(\varphi(s))\right|+a+b\left|x_{2}(\varphi(s))\right| d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right) \\
& \leqslant \int_{0}^{t}(2 a+2 b) r_{2} d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right) \\
& \leqslant\left(2 a+2 b r_{2}\right) \bigvee_{s=0}^{t} g(t, s) \leqslant\left(2 a+2 b r_{2}\right) \sup _{t \in I} \bigvee_{s=0}^{t} g(t, s) \leqslant\left(2 a+2 b r_{2}\right) K .
\end{aligned}
$$

Also

$$
\left\|x_{1}-x_{2}\right\| \leqslant \sup \left|f_{1}\left(t, y_{1}(t)\right)-f_{1}\left(t, y_{2}(t)\right)\right| \leqslant k\left\|y_{1}-y_{2}\right\| \leqslant k K\left(2 a+2 b r_{2}\right) .
$$

Then, we have proved the following theorem.

Theorem 4.2. Let the assumptions of Theorem 3.6 be satisfied. If $\mathrm{kK}\left(2 a+2 b r_{2}\right) \leqslant \epsilon, t \geqslant \hat{T}$, then the solution $x$ of the functional integral inclusion (1.1) is asymptotically stable.

## 5. Existence of unique solution

In this section, we study the uniqueness of the solutions $x \in C(I)$ of the functional integral inclusion (1.1).

Let us assume the following assumption:
(iv*) let $f_{2}: I \times R \rightarrow R$ be a continuous function satisfies Lipschitz condition for the second variable; that is, there exists a constant $b$ such that

$$
\left\|f_{2}(t, x)-f_{2}(t, y)\right\| \leqslant b\|x-y\|
$$

where $a=\sup _{t \in I}\left|f_{2}(t, 0)\right|$.
Theorem 5.1. Consider the assumptions of Theorem 3.6 be satisfied with replacing condition (iv) by (iv*). If $(1-\mathrm{bkK})<1$, then the functional integral inclusion (1.1) has a unique solution $x \in C(I)$.

Proof. Let $x_{1}(t)$ and $x_{2}(t)$ be two solutions of the functional integral equation (3.1). Then

$$
\left|x_{1}(t)-x_{2}(t)\right| \leqslant\left|f_{1}\left(t, \int_{0}^{t} f_{2}\left(s, x_{1}(\varphi(s))\right) d_{s} g(t, s)\right)-f_{1}\left(t, \int_{0}^{t} f_{2}\left(s, x_{2}(\varphi(s))\right) d_{s} g(t, s)\right)\right|
$$

Using Lipschitz condition for $f_{1}$, we obtain

$$
\begin{aligned}
\left|x_{1}(t)-x_{2}(t)\right| & \leqslant k\left|\int_{0}^{t} f_{2}\left(s, x_{1}(\varphi(s)) d_{s} g(t, s)\right)-\int_{0}^{t} f_{2}\left(s, x_{2}(\varphi(s)) d_{s} g(t, s)\right)\right| \\
& \leqslant k \int_{0}^{t}\left|f_{2}\left(s, x_{1}(\varphi(s))\right)-f_{2}\left(s, x_{2}(\varphi(s))\right) \| d_{s} g(t, s)\right|
\end{aligned}
$$

Using Lipschitz condition for $f_{2}$, we obtain

$$
\begin{aligned}
\left|x_{1}(t)-x_{2}(t)\right| & \leqslant k b \int_{0}^{t}\left|x_{1}(\varphi(s))-x_{2}(\varphi(s))\right| d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right) \\
& \leqslant b k\left\|x_{1}-x_{2}\right\| \int_{0}^{t} d_{s}\left(\bigvee_{p=0}^{s} g(t, p)\right) \leqslant b k\left\|x_{1}-x_{2}\right\| \bigvee_{s=0}^{t} g(t, s) \leqslant b k\left\|x_{1}-x_{2}\right\| \sup _{t \in I} \bigvee_{s=0}^{t} g(t, s), \\
\left\|x_{1}-x_{2}\right\| & \leqslant b k K\left\|x_{1}-x_{2}\right\| .
\end{aligned}
$$

Then

$$
(1-\mathrm{bkK})\left\|x_{1}-x_{2}\right\|<0
$$

This proves the uniqueness of the solution of functional integral equation (3.1).

### 5.1. Continuous dependence of the solution

In this section we are going to study the continues dependence of the unique solution $x \in C[0, T]$ of the functional integral the inclusion (1.1) on the $S_{F_{1}}$ the set of all Lipschitzian selection of $F_{1}$ and the function g .

Theorem 5.2. Let the assumptions of Theorem 5.1 be satisfied. Then the solution of the inclusion (1.1) depends continuously on the $S_{F_{1}}$ of all Lipschitzian selection of $\mathrm{F}_{1}$.

Proof. Let $f_{1}(t, x(t))$ and $f_{1}^{*}(t, x(t))$ be two different Lipschitzian selections of $F_{1}(t, x(t))$ such that

$$
\left|\mathrm{f}_{1}(\mathrm{t}, x(\mathrm{t}))-\mathrm{f}_{1}^{*}(\mathrm{t}, x(\mathrm{t}))\right|<\delta, \quad \delta>0, \quad \mathrm{t} \in \mathrm{I} .
$$

Then for the two corresponding solutions $x(t)$ and $x^{*}(t)$ of inclusion (1.1) we have

$$
\begin{aligned}
& x(t)-x^{*}(t)= f_{1}\left(t, \int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)\right)-f_{1}^{*}\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g(t, s)\right) \\
&\left|x(t)-x^{*}(t)\right| \leqslant\left|f_{1}\left(t, \int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)\right)-f_{1}^{*}\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g(t, s)\right)\right| \\
& \leqslant\left|f_{1}\left(t, \int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)\right)-f_{1}\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g(t, s)\right)\right| \\
&+\left|f_{1}\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g(t, s)\right)-f_{1}^{*}\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g(t, s)\right)\right| \\
& \leqslant k\left|\int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)-\int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g(t, s)\right|+\delta \\
& \leqslant k \int_{0}^{t}\left|f_{2}(s, x(\varphi(s)))-f_{2}\left(s, x^{*}(\varphi(s))\right) \| d_{s} g(t, s)\right|+\delta \\
& \leqslant b k \int_{0}^{t}\left|x(\varphi(s))-x^{*}(\varphi(s))\right| \| d_{s} g(t, s) \mid+\delta \\
& \leqslant b k\left\|x-x^{*}\right\| \int_{0}^{t} d_{s} \bigvee_{p=0}^{s} g(t, p)+\delta \\
& \leqslant b k\left\|x-x^{*}\right\| \bigvee_{s=0}^{t} g(t, s)+\delta \leqslant b k\left\|x-x^{*}\right\| \sup _{t \in I} \bigvee_{s=0}^{t} g(t, s)+\delta \leqslant b k\left\|x-x^{*}\right\| K+\delta, \\
&\left\|x-x^{*}\right\| \leqslant \leqslant(1-b k K)^{-1} \delta=\epsilon .
\end{aligned}
$$

Thus the above inequality gives that

$$
\left\|x-x^{*}\right\| \leqslant \epsilon
$$

This mean that the solution of the of inclusion (1.1) depends continuously on the set $\mathrm{S}_{\mathrm{F}_{1}}$ of all Lipschitzian selection of $\mathrm{F}_{1}$. This complete the proof.

Theorem 5.3. Let the assumptions of Theorem 5.1 be satisfied. Then the solution of the inclusion (1.1) depends continuously on the function g .

Proof. Let $g(t, x(t))$ and $g^{*}(t, x(t))$ be two different functions, and let $\delta>0$ be given such that

$$
\left|g(t, x(t))-g^{*}(t, x(t))\right|<\delta, \quad t \in I .
$$

Then for the two corresponding solutions $x(t)$ and $x^{*}(t)$ of inclusion (1.1) we have

$$
\begin{aligned}
x(t)-x^{*}(t) & =f_{1}\left(t, \int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)\right)-f\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g^{*}(t, s)\right) \\
\left|x(t)-x^{*}(t)\right| & \leqslant\left|f_{1}\left(t, \int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)\right)-f\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g^{*}(t, s)\right)\right| \\
& \leqslant\left|f_{1}\left(t, \int_{0}^{t} f_{2}(s, x(\varphi(s))) d_{s} g(t, s)\right)-f_{1}\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g(t, s)\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
& +\left|f_{1}\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g(t, s)\right)-f\left(t, \int_{0}^{t} f_{2}\left(s, x^{*}(\varphi(s))\right) d_{s} g^{*}(t, s)\right)\right| \\
\leqslant & k \int_{0}^{t} \mid f_{2}\left(s, x(\varphi(s))-f_{2}\left(s, x^{*}(\varphi(s)) \mid d_{s} g(t, s)\right)\right. \\
& +k \int_{0}^{t}\left|f_{2}\left(s, x^{*}(\varphi(s))\right)\right| d_{s}\left|g(t, s)-g^{*}(t, s)\right| \\
\leqslant & k \int_{0}^{t}\left|f_{2}(s, x(\varphi(s)))-f_{2}\left(s, x^{*}(\varphi(s))\right) \| d_{s} g(t, s)\right| \\
& +k \int_{0}^{t}\left(\left|f_{2}\left(t, x^{*}(\varphi(s))\right)-f_{2}(t, 0)\right|-\left|f_{2}(t, 0)\right|\right) d_{s}\left|g(t, s)-g^{*}(t, s)\right| \\
\leqslant & b k \int_{0}^{t}\left|x(\varphi(s))-x^{*}(\varphi(s)) \| d_{s} g(t, s)\right| \\
& +k \int_{0}^{t}\left(a+b\left|x^{*}(\varphi(s))\right|\right) d_{s}\left|g(t, s)-g^{*}(t, s)\right| \\
\leqslant & b k\left\|x-x^{*}\right\| \int_{0}^{t} d_{s} \bigvee_{p=0}^{s} g(t, p)+k(a+b r) \int_{0}^{t} d_{s} \bigvee_{p=0}^{s}\left|g(t, p)-g^{*}(t, p)\right| \\
\leqslant & b k\left\|x-x^{*}\right\| \bigvee_{s=0}^{t} g(t, s)+k(a+b r) \bigvee_{s=0}^{t}\left|g(t, s)-g^{*}(t, s)\right| \\
\leqslant & b k\left\|x-x^{*}\right\| \sup _{t \in I}^{t} \bigvee_{s=0}^{t} g(t, p)+k(a+b r)\left|g(t, t)-g^{*}(t, t)-g(t, 0)+g^{*}(t, 0)\right| \\
\leqslant & b k\left\|x-x^{*}\right\| K+k(a+b r)\left|g(t, t)-g^{*}(t, t)-g(t, 0)+g^{*}(t, 0)\right| \\
\leqslant & b k\left\|x-x^{*}\right\| K+k(a+b r)\left[\left|g(t, t)-g^{*}(t, t)\right|+\left|g(t, 0)-g^{*}(t, 0)\right|\right] \\
\leqslant & b k\left\|x-x^{*}\right\| K+2 \delta k(a+b r), \\
\left\|x-x^{*}\right\| \leqslant & 2 \delta k(a+b r)(1-b k K)^{-} 1=\epsilon .
\end{aligned}
$$

Then the above inequality gives that

$$
\left\|x-x^{*}\right\| \leqslant \epsilon .
$$

This mean that the solution of the of inclusion (1.1) depends continuously on the functional g . This completes the proof.

## 6. Volterra integral equation of fractional order

In this section, we will consider the fractional integral inclusion, which has the form

$$
\begin{equation*}
x(t) \in p(t)+F_{1}\left(t, \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f_{2}(s, x(\varphi(s)) d s)\right), \quad t \in I \tag{6.1}
\end{equation*}
$$

where $\mathrm{t} \in \mathrm{I}=[0, \mathrm{~T}]$ and $\alpha \in(0,1)$. Moreover, $\Gamma(\alpha)$ denotes the gamma function. Let us mention that (6.1) represents the so-called nonlinear Volterra integral inclusion of fractional orders. Recently, the inclusion of such a type was intensively investigated in some papers [1, 15]. Now, we show that the functional integral inclusion of fractional orders (6.1) can be treated as a particular case of the set-valued functional integral equation of Volterra-Stieltjes (1.1) studied in Section 3.

Indeed, we can consider the function $g(t, s)=g: \Delta \rightarrow R$ defined by the formula

$$
g(t, s)=\frac{t^{\alpha}-(t-s)^{\alpha}}{\Gamma(\alpha+1)}
$$

Note that the function $g$ satisfies assumptions (v)-(viii) in Theorem 3.6, see [6, 22]. Then, it can be easily seen that (6.1) can be written in the form of (1.1). Now, we can formulate the following existence results concerning the Volterra integral inclusion of fractional order (6.1).

Theorem 6.1. Under the assumptions (i)-(iv) of Theorem 3.6, the fractional integral inclusion (6.1) has at least one continuous solution $x \in C(I)$.

Theorem 6.2. Under the assumptions of Theorem 5.1, the fractional integral inclusion (6.1) has exactly one unique solution $x \in C(I)$.

### 6.1. Differential inclusion

Consider now the initial value problem of the differential inclusion (1.2) with the initial data (1.3).
Theorem 6.3. Let the assumptions of Theorem 6.1 be satisfied. Then the initial value problem (1.2)-(1.3) has at least one solution $x \in \mathrm{C}(\mathrm{I})$.

Proof. Let $y(t)=\frac{d x(t)}{\mathrm{dt}}$. Then the inclusion (1.2), will be

$$
\begin{equation*}
y(t) \in F_{1}\left(t, I^{1-\beta} y(t)\right) . \tag{6.2}
\end{equation*}
$$

Letting $f_{2}(t, x)=x(t), \varphi(t)=t$, and $\alpha=1-\beta$ applying Theorem 6.1 on the functional inclusion (6.2), we deduce that there exists at least one continuous solution $y \in C(I)$ of the functional inclusion (6.2). This implies that the existence of solution $x \in C(I)$,

$$
x(t)=x_{\circ}+\int_{0}^{t} y(s) d s
$$

of the initial-value problem (1.2)-(1.3).

## 7. Further discussions

This section is devoted to discussing some special cases of the inclusion (1.1). First of all let us notice that the classical nonlinear Volterra integral inclusion

$$
\begin{equation*}
x(t) \in p(t)+F_{1}\left(t, \int_{0}^{t} f_{2}(s, x(\varphi(s)) d s)\right. \tag{7.1}
\end{equation*}
$$

is a special case of inclusion (1.1) if we put $g(t, s)=s$. Indeed, assumptions (v)-(viii) are trivially satisfied for g . This implies that inclusion (7.1) can be investigated with help of Theorem 3.6 to observe that assumptions of that theorem are automatically satisfied for inclusion (7.1).

Next, let us consider the integral inclusion of Volterra type having the form

$$
\begin{equation*}
x(t) \in p(t)+F_{1}\left(t, \int_{0}^{t} \frac{t}{t+s} f_{2}(s, x(\varphi(s))) d s\right) \tag{7.2}
\end{equation*}
$$

which represents the Chandrasekhar's integral inclusion.
Now we show that (7.2) is a special case of inclusion (1.1), to do this let us consider the function $g: \Delta \rightarrow R$, defined by the formula

$$
g(t, s)= \begin{cases}t \ln \frac{t+s}{t}, & \text { for } t>0 \text { and } s \geqslant 0  \tag{7.3}\\ 0, & \text { for } t=0 \text { and } s \geqslant 0\end{cases}
$$

Using standard methods of mathematical analysis it can be seen that the function $g(t, s)$ defined by (7.3) satisfies assumptions (v)-(viii) of Theorem 3.6. Then we see that inclusion (1.1) can be written in the form (7.2).

Moreover, let us remember that if the function $g(t, s)$ satisfies assumptions (v)-(viii) of Theorem 3.6, then it represents the distribution function of a two dimensional random variable [7, 8]. The converse implication is also "almost" valid [8, 14]. In particular, we may consider the function to be the distribution function of the continuous type two-dimensional random variable. Such a function has the form

$$
g(t, s)=\int_{0}^{t}\left(\int_{0}^{s} p(z, y) d y\right) d z
$$

where $p(z, y)$ is the so-called density function [7]. Obviously this function satisfies assumptions (v)-(viii). Moreover, we have

$$
\mathrm{d}_{\mathrm{s}} \mathrm{~g}(\mathrm{t}, \mathrm{~s})=\int_{0}^{\mathrm{t}} \mathrm{p}(\mathrm{~s}, \mathrm{y}) \mathrm{d} y
$$

and in this case integral inclusion of Volterra-Stiltjes type (1.1) has the form

$$
\begin{equation*}
x(t) \in p(t)+F_{1}\left(t, \int_{0}^{t} f_{2}\left(s, x(\varphi(s))\left(\int_{0}^{t} p_{1}(s, y) d y\right) d s\right)\right. \tag{7.4}
\end{equation*}
$$

let us mention that this inclusion is the usual nonlinear Volterra integral equation. Thus, based on Theorem 3.6 we deduce that (1.1) can be written in the form (7.4).
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