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Abstract

In the present work, variational iteration method with He’s polynomials (VIMHP) is widely proposed to elucidate the linear and nonlinear system of partial differential equations. In the proposed method, variational iteration method is coupled with homotopy perturbation methods using He’s polynomials to handle the nonlinear terms. We emphasize the efficiency of this approach by solving two appropriate examples. The significant results for solving the linear and nonlinear coupled system of equations demonstrate the superiority and competence of this approach. The proposed method finds the solution without any restrictive assumptions, discretization, and linearization.
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1. Introduction

Linear and non-linear differential equations can model many phenomena in different fields of science and engineering in order to present their behaviors and effects by mathematical concepts. Most of the equations do not have analytical solution which can be handled by semi-analytical or numerical methods. In order to obtain exact solution of nonlinear differential equations, semi-analytical methods such as the variational Iteration method (VIM) and homotopy perturbation method (HPM) are considered. Variational iteration method was first proposed by the Chinese mathematician Ji-Huan He [7, 8]. It does not require a small parameter which has a significant advantage to provide an analytical solution for a wide range of linear and nonlinear problems in applied sciences. Later, Abdou and Soliman [1] showed the significant results by using variational iteration method for solving burger’s and coupled burger’s equations. Nadeem at el. [16] presented the application of variational iteration method for solving non-homogeneous Cauchy Euler differential equations. The variational iteration method for solving linear and nonlinear system of PDEs is presented by [25]. Later, homotopy perturbation method [6, 9, 10] was developed to solve partial differential equation involving nonlinear terms. Khan and Wu [12] showed that homotopy perturbation transform method is an efficient tool for nonlinear equations using He’s polynomials. The homotopy perturbation method is used by Nourazar et al. [18–20] in order to obtain
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The aim of this article is to extend the application of the variational iteration method to solve linear and nonlinear system of partial differential equations such as the system of coupled pseudo-parabolic and coupled Burgers equations. The present method is also valid for differential equations with fractal derivatives [11, 13, 21–24].

2. Variational iteration method

To clarify the VIM, we begin by considering a differential equation in the formal form [2, 3, 15]:

\[ L(u(x,t)) + N(u(x,t)) = g(x,t), \]

where \( L \) and \( N \) are linear and nonlinear operators respectively, and \( g(x,t) \) is a known analytical function.

The VIM allows us to write a correct functional of the following type:

\[ u_{n+1}(x,t) = u_n(x,t) + \int_0^t \lambda(s) \left[ Lu_n(x,s) + N\tilde{u}_n(x,s) - g(x,s) \right] ds, \quad (2.1) \]

where \( \lambda \) is a general Lagrange’s multiplier, which can be identified optimally via the variational theory and \( \tilde{u}_n \) is a restricted for variation which means \( \delta \tilde{u}_n = 0 \), yields the following Lagrange multipliers

\[ \lambda = -1 \quad \text{for} \quad m = 1, \]

\[ \lambda = s - t \quad \text{for} \quad m = 2, \]

and in general, for \( m \geq 1 \),

\[ \lambda = \frac{(-1)^m(s-t)^{m-1}}{(m-1)!}. \quad (2.2) \]

Therefore, substituting (2.2) into functional (2.1) we obtain the following iteration formula,

\[ u_{n+1}(x,t) = u_n(x,t) + \int_0^t \frac{(-1)^m(s-t)^{m-1}}{(m-1)!} \left[ Lu_n(x,s) + N\tilde{u}_n(x,s) - g(x,s) \right] ds. \quad (2.3) \]

Thus Eq. (2.3) is called as a correction functional. The successive approximation \( u_{n+1}, \quad n \geq 0 \) of the solution \( u \) will be readily obtained upon using the determined Lagrange multiplier and any selective function \( u_0 \). Consequently, the solution is given by

\[ u = \lim_{n \to \infty} u_n. \]

3. Basic idea of homotopy perturbation method

To illustrate the basic concept of homotopy perturbation method, consider the following non-linear functional equation [15, 17]

\[ A(u) - f(r) = 0, \quad r \in \Omega, \quad (3.1) \]

with boundary conditions

\[ B \left( u, \frac{\partial u}{\partial n} \right) = 0, \quad r \in \Gamma, \]

where \( A \) is a general functional operator, \( B \) is a boundary operator, \( f(r) \) is a known analytic function, and
\( \Gamma \) is the boundary of the domain \( \Omega \). The operator \( A \) can generally be divided into two operators, \( L \) and \( N \), where \( L \) is a linear and \( N \) being a nonlinear operator. Therefore, Eq. (3.1) can be written as follows
\[
L(u) + N(u) - f(r) = 0.
\]

Using the homotopy technique, we construct a homotopy \( v(r,p) : \Omega \times [0,1] \rightarrow \mathbb{R} \), which satisfies
\[
H(v, p) = (1 - p)[L(v) - L(u_0)] + p[L(v) - N(v) - f(r)],
\]
or
\[
H(v, p) = L(v) - L(u_0) + pL(u_0) + p[N(v) - f(r)] = 0,
\]
where \( p \in [0,1] \), is called homotopy parameter, and \( u_0 \) is an initial approximation for the solution of Eq. (3.1), which satisfies the boundary conditions. According to HPM, we can use \( p \) as a small parameter, and assume that the solution of Eq. (3.2) can be written as a power series in \( p \)
\[
v = v_0 + pv_1 + p^2v_2 + \cdots.
\]
Considering \( p = 1 \), the approximate solution of Eq. (3.1) will be obtained as follows
\[
u = \lim_{p \to 1} v = v_0 + v_1 + v_2 + v_3 + \cdots.
\]
Substituting (3.3) into (3.2) and equating the terms with identical powers of \( p \), we can obtain a series of equations of the following form:
\[
p^0 : v_0 - f(x) = 0,
p^1 : v_1 - H(v_0) = 0,
p^2 : v_2 - H(v_0, v_1) = 0,
p^3 : v_3 - H(v_0, v_1, v_2) = 0,
\]
where \( H(v_0, v_1, v_2, \ldots, v_j) \) depend upon \( v_0, v_1, v_2, \ldots, v_j \) and are the so-called He’s polynomials, which can be calculated by using the formula
\[
H(v_0, v_1, v_2, \ldots, v_j) = \frac{1}{j!} \frac{\partial^j}{\partial p^j} N \left( \sum_{i=0}^{j} v_i p^i \right) \bigg|_{p=0}.
\]
It is obvious that the system of nonlinear equations in (3.4) is easy to solve, and the components \( v_i, i \geq 0 \) of the homotopy perturbation method can be completely determined, and the series solutions are thus entirely determined.

4. Variational iteration method with He’s polynomials

In this section, we highlight briefly the main point of the VIMHP, where more details can be found in \[5, 26\]. We consider the following equation:
\[
Lu(x, t) + Nu(x, t) = g(x, t).
\]
The VIM allows us to write a correct functional of the following type:
\[
u_{n+1}(x, t) = u_n(x, t) + \int_{0}^{t} \lambda(s) \left[ Lu_n(x, s) + Nu_n(x, s) - g(x, s) \right] ds,
\]
where \( \lambda \) is a general Lagrange’s multiplier. Now, by using the homotopy perturbation method [6, 9, 10], we can construct an equation as follows:

\[
\sum_{n=0}^{\infty} p^n u_n(x, t) = u_0(x, t) + p \int_0^1 \lambda(s) \left[ N \left( \sum_{n=0}^{\infty} p^n u_n(x, s) \right) - g(x, s) \right] ds.
\] (4.1)

As it is seen, the procedure is constructed by coupling of VIM and HPM methods. A comparison of like powers of \( p \) gives solutions of various orders. By equating the terms of (4.1) with identical powers of \( p \), and taking the limit as \( p \) tends to 1, we obtain

\[
u(x, t) = \lim_{p \to 1} \sum_{n=0}^{\infty} p^n u_n(x, t) = u_0(x, t) + u_1(x, t) + u_2(x, t) + \cdots.
\]

5. Numerical applications

In this section, we present the analytical solution of two examples, namely, coupled pseudo-parabolic equation and coupled Burgers equation. The significant results show the accuracy and the effectiveness of the present method.

5.1. Example 1

Consider the following homogeneous form of a coupled pseudo-parabolic equation

\[
\frac{\partial u}{\partial t} - \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial u}{\partial x} \right) - \frac{1}{x} \frac{\partial^2}{\partial x \partial t} \left( x \frac{\partial u}{\partial x} \right) + v = 0, \quad \frac{\partial v}{\partial t} - \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial v}{\partial x} \right) - \frac{1}{x} \frac{\partial^2}{\partial x \partial t} \left( x \frac{\partial v}{\partial x} \right) + u = 0,
\] (5.1)

with initial condition

\[ u(x, 0) = x^2, \quad v(x, 0) = x^2. \]

The correct functional for system of Eq. (5.1) is given as

\[
u_{n+1}(x, t) = u_n(x, t) + \int_0^t \lambda_1(s) \left[ \frac{\partial u_n}{\partial s} - \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial u_n}{\partial x} \right) - \frac{1}{x} \frac{\partial^2}{\partial x \partial s} \left( x \frac{\partial u_n}{\partial x} \right) + v_n \right] ds,
\] (5.2)

\[
u_{n+1}(x, t) = v_n(x, t) + \int_0^t \lambda_2(s) \left[ \frac{\partial v_n}{\partial s} - \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial v_n}{\partial x} \right) - \frac{1}{x} \frac{\partial^2}{\partial x \partial s} \left( x \frac{\partial v_n}{\partial x} \right) + u_n \right] ds.
\] (5.3)

This yields the stationary conditions

\[ 1 + \lambda_1(s) = 0, \quad \lambda_1'(s = t) = 0, \quad 1 + \lambda_2(s) = 0, \quad \lambda_2'(s = t) = 0. \]

The Lagrange multipliers can be identified as follows:

\[ \lambda_1(s) = \lambda_2(s) = -1. \]

Substituting these values of the Lagrange multipliers into the functionals (5.2) and (5.3), gives the iteration formulas

\[
u_{n+1}(x, t) = u_n(x, t) - \int_0^t \left[ \frac{\partial u_n}{\partial s} - \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial u_n}{\partial x} \right) - \frac{1}{x} \frac{\partial^2}{\partial x \partial s} \left( x \frac{\partial u_n}{\partial x} \right) + v_n \right] ds,
\] (5.4)
Applying the variational homotopy perturbation method on (5.4) and (5.5), respectively, we have:

\[ v_{n+1}(x, t) = v_n(x, t) - \int_0^t \left[ \frac{\partial v_n}{\partial s} - \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial v_n}{\partial x} \right) - \frac{1}{x} \frac{\partial^2}{\partial x \partial s} \left( x \frac{\partial v_n}{\partial x} \right) + u_n \right] \, ds. \]  

(5.5)

Applying the variational homotopy perturbation method on (5.4) and (5.5), respectively, we have:

\[ \sum_{n=0}^{\infty} p^n u_n(x, t) = u_0(x, t) + p \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \sum_{n=0}^{\infty} p^n \frac{\partial u_n}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \sum_{n=0}^{\infty} p^n \frac{\partial u_n}{\partial x} \right) - \sum_{n=0}^{\infty} p^n v_n \right] \, ds, \]

\[ \sum_{n=0}^{\infty} p^n v_n(x, t) = v_0(x, t) + p \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \sum_{n=0}^{\infty} p^n \frac{\partial v_n}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \sum_{n=0}^{\infty} p^n \frac{\partial v_n}{\partial x} \right) - \sum_{n=0}^{\infty} p^n u_n \right] \, ds. \]

We can select \( u_0(x, t) = x^2 \), \( v_0(x, t) = x^2 \) by using the given initial values. Accordingly, we obtain the following successive approximations by comparing the coefficient of like powers of \( p \),

\[ p^0 : u_0(x, t) = x^2, \]
\[ p^0 : v_0(x, t) = x^2, \]
\[ p^1 : u_1(x, t) = \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial u_0}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \frac{\partial u_0}{\partial x} \right) - v_0 \right] \, ds = 4t - x^2 t, \]
\[ p^1 : v_1(x, t) = \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial v_0}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \frac{\partial v_0}{\partial x} \right) - u_0 \right] \, ds = 4t - x^2 t, \]
\[ p^2 : u_2(x, t) = \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial u_1}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \frac{\partial u_1}{\partial x} \right) - v_1 \right] \, ds = -4t^2 - 4t + \frac{x^2 t^2}{2}, \]
\[ p^2 : v_2(x, t) = \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial v_1}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \frac{\partial v_1}{\partial x} \right) - u_1 \right] \, ds = -4t^2 - 4t + \frac{x^2 t^2}{2}, \]
\[ p^3 : u_3(x, t) = \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial u_2}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \frac{\partial u_2}{\partial x} \right) - v_2 \right] \, ds = 2t^3 + 4t^2 - \frac{t^3}{6}, \]
\[ p^3 : v_3(x, t) = \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial v_2}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \frac{\partial v_2}{\partial x} \right) - u_2 \right] \, ds = 2t^3 + 4t^2 - \frac{t^3}{6}, \]
\[ p^4 : u_4(x, t) = \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial u_3}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \frac{\partial u_3}{\partial x} \right) - v_3 \right] \, ds = -\frac{2}{3} t^4 - 2t^3 + \frac{x^2 t^4}{24}, \]
\[ p^4 : v_4(x, t) = \int_0^t \left[ \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial v_3}{\partial x} \right) + \frac{1}{x} \frac{\partial}{\partial x \partial s} \left( x \frac{\partial v_3}{\partial x} \right) - u_3 \right] \, ds = -\frac{2}{3} t^4 - 2t^3 + \frac{x^2 t^4}{24}, \]

The series solutions are therefore given by

\[ u(x, t) = u_0 + u_1 + u_2 + u_3 + \cdots = \left( 1 - t + \frac{t^2}{2!} - \frac{t^3}{3!} + \frac{t^4}{4!} - \cdots \right) x^2, \]
5.2. Example 2

The correct functional for system of Eq. (5.6) is given as

\[
\nu(x, t) = \nu_0 + \nu_1 + \nu_2 + \nu_3 + \cdots = \left(1 - t + \frac{t^2}{2!} - \frac{t^3}{3!} + \frac{t^4}{4!} - \cdots\right)x^2,
\]

and hence the exact solution is

\[
u(x, t) = x^2 e^{-t}, \quad \nu(x, t) = x^2 e^{-t}.
\]

5.2. Example 2

Consider the following one-dimensional coupled Burgers equation:

\[
\begin{align*}
\frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} - 2u \frac{\partial u}{\partial x} + \frac{\partial}{\partial x} (uv) &= 0, \\
\frac{\partial v}{\partial t} - \frac{\partial^2 v}{\partial x^2} - 2v \frac{\partial v}{\partial x} + \frac{\partial}{\partial x} (uv) &= 0,
\end{align*}
\]

with the initial conditions:

\[
u(x, 0) = \cos x, \quad \nu(x, 0) = \sin x.
\]

The correct functional for system of Eq. (5.6) is given as

\[
u_{n+1}(x, t) = \nu_n(x, t) + \int_0^t \lambda_3(s) \left[ \frac{\partial \nu_n}{\partial s} - \frac{\partial^2 \nu_n}{\partial x^2} - 2u_n \frac{\partial u_n}{\partial x} + \frac{\partial}{\partial x} (u_n v_n) \right] ds, \tag{5.7}
\]

\[
u_{n+1}(x, t) = \nu_n(x, t) + \int_0^t \lambda_4(s) \left[ \frac{\partial \nu_n}{\partial s} - \frac{\partial^2 \nu_n}{\partial x^2} - 2v_n \frac{\partial v_n}{\partial x} + \frac{\partial}{\partial x} (u_n v_n) \right] ds. \tag{5.8}
\]

This yields the stationary conditions

\[
1 + \lambda_3(s) = 0, \quad \lambda_3^*(s = t) = 0, \quad 1 + \lambda_4(s) = 0, \quad \lambda_4^*(s = t) = 0.
\]

The Lagrange multipliers can be identified as follows:

\[
\lambda_3(s) = \lambda_4(s) = -1.
\]

Substituting these values of the Lagrange multipliers into the functionals (5.7) and (5.8) gives the iteration formulas

\[
u_{n+1}(x, t) = \nu_n(x, t) + \int_0^t \lambda_3(s) \left[ \frac{\partial \nu_n}{\partial s} - \frac{\partial^2 \nu_n}{\partial x^2} - 2u_n \frac{\partial u_n}{\partial x} + \frac{\partial}{\partial x} (u_n v_n) \right] ds, \tag{5.9}
\]

\[
u_{n+1}(x, t) = \nu_n(x, t) + \int_0^t \lambda_4(s) \left[ \frac{\partial \nu_n}{\partial s} - \frac{\partial^2 \nu_n}{\partial x^2} - 2v_n \frac{\partial v_n}{\partial x} + \frac{\partial}{\partial x} (u_n v_n) \right] ds. \tag{5.10}
\]

Applying the variational homotopy perturbation method on (5.9) and (5.10) respectively, we have:

\[
\sum_{n=0}^\infty p^n \nu_n(x, t) = \nu_0(x, t) + \int_0^t \sum_{n=0}^\infty p^n \frac{\partial^2 u_n}{\partial x^2} + 2 \left( \sum_{n=0}^\infty p^n u_n \right) \left( \sum_{n=0}^\infty p^n \frac{\partial u_n}{\partial x} \right) - \sum_{n=0}^\infty p^n \frac{\partial}{\partial x} (u_n v_n) \right] ds,
\]

\[
\sum_{n=0}^\infty p^n \nu_n(x, t) = \nu_0(x, t) + \int_0^t \sum_{n=0}^\infty p^n \frac{\partial^2 v_n}{\partial x^2} + 2 \left( \sum_{n=0}^\infty p^n v_n \right) \left( \sum_{n=0}^\infty p^n \frac{\partial v_n}{\partial x} \right) - \sum_{n=0}^\infty p^n \frac{\partial}{\partial x} (u_n v_n) \right] ds.
\]
We can select $u_0(x, t) = \cos x$, $v_0(x, t) = \cos x$ by using the given initial values. Accordingly, we obtain the following successive approximations by comparing the coefficient of like powers of $p$,

\[ p^0 : u_0(x, t) = \cos x, \]
\[ p^0 : v_0(x, t) = \cos x, \]
\[ p^1 : u_1(x, t) = \int_0^t \left[ \frac{\partial^2 u_0}{\partial x^2} + 2u_0 \frac{\partial u_0}{\partial x} - \frac{\partial}{\partial x} (u_0 v_0) \right] ds = -t \cos x, \]
\[ p^1 : v_1(x, t) = \int_0^t \left[ \frac{\partial^2 v_0}{\partial x^2} + 2v_0 \frac{\partial v_0}{\partial x} - \frac{\partial}{\partial x} (u_0 v_0) \right] ds = -t \cos x, \]
\[ p^2 : u_2(x, t) = \int_0^t \left[ \frac{\partial^2 u_1}{\partial x^2} + 2u_0 \frac{\partial u_1}{\partial x} + 2u_1 \frac{\partial u_0}{\partial x} - \frac{\partial}{\partial x} (u_0 v_1 + u_1 v_0) \right] ds = \frac{t^2}{2} \cos x, \]
\[ p^2 : v_2(x, t) = \int_0^t \left[ \frac{\partial^2 v_1}{\partial x^2} + 2v_0 \frac{\partial v_1}{\partial x} + 2v_1 \frac{\partial v_0}{\partial x} - \frac{\partial}{\partial x} (u_0 v_1 + u_1 v_0) \right] ds = \frac{t^2}{2} \cos x, \]
\[ p^3 : u_3(x, t) = \int_0^t \left[ \frac{\partial^2 u_2}{\partial x^2} + 2u_0 \frac{\partial u_2}{\partial x} + 2u_1 \frac{\partial u_1}{\partial x} + 2u_2 \frac{\partial u_0}{\partial x} - \frac{\partial}{\partial x} (u_0 v_2 + u_1 v_1 + u_2 v_0) \right] ds = -\frac{t^3}{6} \cos x, \]
\[ p^3 : v_3(x, t) = \int_0^t \left[ \frac{\partial^2 v_2}{\partial x^2} + 2v_0 \frac{\partial v_2}{\partial x} + 2v_1 \frac{\partial v_1}{\partial x} + 2v_2 \frac{\partial v_0}{\partial x} - \frac{\partial}{\partial x} (u_0 v_2 + u_1 v_1 + u_2 v_0) \right] ds = -\frac{t^3}{6} \cos x, \]
\[ p^4 : u_4(x, t) = \int_0^t \left[ \frac{\partial^2 u_3}{\partial x^2} + 2u_0 \frac{\partial u_3}{\partial x} + 2u_1 \frac{\partial u_2}{\partial x} + 2u_2 \frac{\partial u_1}{\partial x} + 2u_3 \frac{\partial u_0}{\partial x} - \frac{\partial}{\partial x} (u_0 v_3 + u_1 v_2 + u_2 v_1 + u_3 v_0) \right] ds \]
\[ = \frac{t^4}{24} \cos x, \]
\[ p^4 : v_4(x, t) = \int_0^t \left[ \frac{\partial^2 v_3}{\partial x^2} + 2v_0 \frac{\partial v_3}{\partial x} + 2v_1 \frac{\partial v_2}{\partial x} + 2v_2 \frac{\partial v_1}{\partial x} + 2v_3 \frac{\partial v_0}{\partial x} - \frac{\partial}{\partial x} (u_0 v_3 + u_1 v_2 + u_2 v_1 + u_3 v_0) \right] ds \]
\[ = \frac{t^4}{24} \cos x, \]
\[ \vdots \]

The series solutions are therefore given by

\[ u(x, t) = u_0 + u_1 + u_2 + u_3 + \cdots = \left( 1 - t + \frac{t^2}{2!} - \frac{t^3}{3!} + \frac{t^4}{4!} - \cdots \right) \cos x, \]
\[ v(x, t) = v_0 + v_1 + v_2 + v_3 + \cdots = \left( 1 - t + \frac{t^2}{2!} - \frac{t^3}{3!} + \frac{t^4}{4!} - \cdots \right) \cos x, \]

and hence the exact solution becomes

\[ u(x, t) = e^{-t} \cos x, \quad v(x, t) = e^{-t} \cos x. \]

6. Conclusion

In this paper, an analytical method called the variational iteration method with He’s polynomials (VIMHP) is successfully applied to coupled pseudo-parabolic and coupled Burgers equations together
with the initial conditions. In the present work, first, we use the variational iteration method to identify the Lagrange multiplier and then homotopy perturbation method with He’s polynomials is employed to compute nonlinear terms. The flexibility and high accuracy of the analytical method is successfully demonstrated by illustrated examples. It is worth pointing out that the VIMHP presents rapid convergence towards exact solutions. Finally, we concluded that the proposed scheme is very powerful, efficient, and reliable in finding the analytical solutions as well as valid for other nonlinear case, especially for fractal calculus and fractional calculus for a wider class of linear and nonlinear system of partial differential equations.
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