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Abstract
In this article, we indroduce solution of impulsive differential equations with boundary
conditions by using vareational interation method (VIM) in terms of integral equations. For
finding the above solution, at first we obtian a solve for differential equations with boundary
conditions.
Keywords: Impulsive, Differential, Equation, Integral.

1 Introduction

Impulsive problems are discuased in [4,8]. In this paper we use variational iteration
method to obtian solution of impulsive problem. In order to, it is need for a reviewing on VIM.

In [7] Inokuti proposed a general Lagrange multiplier method for solving nonlinear
differential equations the following form:

Lu+NU = g(x), 1)

where L is a linear operator, N is a nonlinear operator, g(x) is a known analytic function and u
is an unknown function that to be determined. Also on the supposition that u, is the solution of
LU =0, in some of the special point such as x =1, in other words,

U (1) = Ug (1) + [ 2(LUg +Nup — g)elx, 2)

where 1 is a general lagrange multiplier and optimum value. The Inokuti method is modified by
He as follows,
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Uy (%) = U, () + | OX;L(Lun +NU, —g)ds, (3)

where u, is an initial approximation and U, is a restricted variation, such that § G, =0 in (see
[5,6]), the above integral in Eq.(3) is called a correction function and index of n denotes the n
th approximation. Also Eq.(3) is called variational iteration method (VIM). In [5,6]this method

is used for solving nonlinear problems. The variational iteration method is effective and easy for
linear problem because exact solution can be given by only one iteration. In the above process
Eq.(3) is written in following form after the A is obtained.

Upes ()= U, () + [ (LU, (5) + Nu, (5) — g (5))ds. (4)

In Eq.(4) by using u,(x) as an initial approximation, we obtain a sequence of approximations of

exact solution of Eq.(1). For illustrating of effectively, easily and accurately a large class of
nonlinear problems with approximations which converge quickly. we give number of application
of variational iteration method. This method is used to solve Burger and coupled Burger
equations in [1], (VIM)is used for solving Fokker-Planck equations in [3]. Also in [2], (VIM) is

applied for solving nonlinear system of ordinary differential equations. Thus, we can say
variational iteration method is a well known method to solve nonlinear equations.

3. Solution of differential equations with boundary conditions
We will solve the following problems;

{—x”: f(t,x), tel=[0,]] %)

x(0) = x(D), x'(0) =x'(D),
where f eC[J xE,E].

{_x"= g(t,x,x), ted=[0,1], (6)

x(0) = x(@), x'(0) =x'(1).

where g e C[JxEXE,E].

{_X"+Mx=y, teJ=[0,1]; M >0,yeC[J,E] ()

x(0) =x(@), x'(0) =x'().

To solve Egs.(5-6), at first we solve Eq.(7), where x (t) is unknown function, M is constant and
y (t) is known. we proof solution of Eq.(7) is given the following form,
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t)={ G, ds,
X(t)=] G™(t,s)y(s)ds ©

Such that x (t) eC*[J,E ], also

-1
ﬂ|:e«/M_(t—s)+e\/M_(l—s+t):|’ t<s

G'(t,s)= ,ﬂzzﬁ(e’fm——l). 9)

-1
ﬁ|:e\/M_(t—s) +e\/M_(l—t+s):|’ t>s

Proof: According to (VIM) in Egs.(3-4), for finding optimal value of A, we construct corrction
functional by effect 5 on the both sides of (4), so we have

8% (t) = 0%,(1)+ 5 [ ; A(t,$)[ =X, () + Mx, (s) — y(s) ] ds

(10)
:5xn(t)—5I; A, )X, (s)ds + M j; A(t,$) 5 (s)ds — j; A(t,s)5Y(s)ds,

By considering 6y(s) =0and integrating by parts stationary conditions, we have

:5xn(t)-a(ﬁ(t,s)x,;(s)\g:;—j; ﬂs(t,s)x'n(s)ds)+M j; Alt,s)d%, (s)ds
:5xn(t)-&(z(t,t)x‘n(t)—A(t,O)x‘n(O))mj; A (t,5)X . (s)ds +j; M A(t,s)ox , (s)ds

=5xn(t)-z(t,t)ax'n(t)+,1(t,0)5x'n(0)+5j; zs(t,s)x'n(s)ds+j; M A(t,S)6x, (s)ds,
because 6x, (0) =0, we can write,

= 5% (t) - A1) X, (t)+5(/15 (t,5)% (5)

o ) ﬂss(t,s)(fxn(s)ds) +]1 MA9) 5, ()35
= 8% (t) = A(t,1) 5X, (t) + A, (t,1) 5% (£) = A (t,0) 5% (0) - j; A (t,5) 5% (s)ds + j; M A(t,s) 5, (5)ds

= (1+ A, (6,1)) 5%, (1) — A(t,1) 6%, (1) - j; (As(t,5)~MA(t,5)) X, (5)ds,

in (10), since dx ., (t) =0, so according to right side of (10) we have a differential equations as
follows;

A (t,s)—M A(t,s) =0,
A (1) =-1, (12)
At,t)=0.

Easley we can find the solution of Eqg.(11), as;
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Mt’s):L[_eW(st)jLeJnT(ts)} (12)

rNIVE

By substituting A(t,s) in (4) we will get a sequence of approximate of exact solution,

Kaa®) =%, @)+ [ e e T (5) £ Mx, (5) -y ()]s

M
1 t
:Xn(t)_ﬁj.o

[e We-s) —e“/M_(S‘”}x;(s)ds

VM et WM (t=s) M (st) 1 t W (t=s) oM (s—t)
+T-[0 [e —e ]xn(s)ds—mj0 [e —e }y(s)ds,
1 IWMt=s) M (s-t) )y 7 :|s_t VM et WMt=s) | A M (s-t) |y 7
=X ({t)——— - - d
X, () N [(e e )xn(s) v jo [e +e an(s) s

IM T s e 1t [oWas) o WWis)
+T-[0 [e —e }xn(s)ds _WIO [e —e ]y(s)ds,
Also, we have

:Xn(t)—ﬁ[(eﬁ(o) _ex/M:(O))er](t)_<exIWt _e—x/M:t)Xr:(o):|

LM Wts) o dW(st) M JW(t=s) | oM (s-t)
—E[(e —e )xn(s)l_0+7jo [—e +e ]xn(s)ds

+gﬁ [e\/M_(t—S) —EW(S_t):|Xn (s)ds — [eW_(“S) —e“/“"_‘s‘t)}y (s)ds,

1 J't
2JM 70
_ L (Wi Wity oy 1w -G
_Xn(t)+zm(e (] )Xn(O) Xn(t)+2(e +€e )Xn(O)
eﬁ("s)—eﬁ“’”}y(s)ds,

1 t
57 h |

At last, we obtain

(eﬁ‘ —e‘ﬁ‘)x'n(O)ﬁL%(e’/“":t +e"/M:‘)xn(0)

Xn+l(t) = ﬁ

X (13)
_ t W (t-s) oM (s-t)
—ZJM_IO [e e }y(s)ds.

In Eq. (13), to find x,(0) and x/ (0), we use boundary condition of Eq.(7),
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(14)

X (0) =X (1) = Xn+l(o) =X n+1(1)!
x'(0)=x"()) = x;.,,(0) =x., (D),

By differentiating of Eq. (13) and using Eq. (14), we have a system the following form,

(eW+e“’M_—2)xn(0)+ﬁ(e"“ﬁ_—e‘ﬂ)x;(0):LMJ‘; [(em-”—eW<S-1>)}y(s)ds
(15)
(e’/“”:—e’JM:)xn(0)+i(ex/“":+e’JM:—2)x'(O)=—J'1 [(eﬁ‘l’s)+e‘lM:(s’”)}y(s)ds.

M UM Yo

[BN

By assume S =2M (e\’M= —1) , the (15) system have a solution as follows;

K= SNV [] [ (o700 )|y (s)ds,

=] (16)
x_ (0)= ,Hjol [(e W) | g VM )} y (s)ds.

By substituting Eq.(16) in Eq.(13), we obtain

xn+l(t)=ﬁ(e“’“”:t —e‘JM:t),Bl\/M_J‘: [(ej“":(l‘s)—ej“”:S )}y(s)ds

+%(e¢“":t oMt )bl’jol [(e*/“”:(l’s’ +e Vs )}y (s)ds

_ﬁj’; [(eﬁ("s)—eW‘S*‘))}y(s)ds,
By considering to zjm:(eﬁ—l),ﬁl’, then ;é:

, In this way we have,

1
2«/M_(e’ﬁ—1)
Xoa®)= B[ [T ety gys + g1 [0 om0y s @)
So,

Xra®) =[] G5y ()ds,

Where
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ﬂl[e\/M:(st) +eJM:(1—s+t):|’ S >t
G'(t,s)=1 ,
ﬂ[e‘/M:“’s)Jre‘/M:(l’”s)] S <t

By considering of Eq. (7), we can write X"(S)=Yy (S)—M x(s),and for obtaining solution of
Egs. (5-6), we use M x (s) the following form;

x@)=[, G"t.5)[f (5,x())+Mx (s)]ds, (18)
and
X (t) =J'01 G (t,5)[ g (s.x(s),x'(s))+Mx (s) |ds. (19)

4. Solution of impulsive differential equations with boundary conditions
We consider to an impulsive (D.E) as follows;

—x"=f (t,x), V0t <1t #t, (k =12,...,m)

A, =1, (x (),

Ax'l,,, =0,

x(0)=x'(2) =86,

(20)

Where, 0<t, <t, <...<t <1f €C[IXP,P], J =[0,1],f t,6)=6, I, C[P,P],
1, (0)=6(k =12,...,m),PisaconeinEand J'=J \{t,,t,,...t, )}, suchthat t;,i =1...,m are
if x ePC[J,P]NC?[J’,E]be a solution of (20), then it is the following form;

x(t)zj:C t,s)f (s.x(s))ds+ > 1, (x(t,))

0<t, <t
where (21)

G(t,s)z{t' LSS gt sh

S, t>s

Proof: For showing X (t) to (21) Eq form we use variational iteration method so,
X, () :xn(t)+§_[; At,s)[—x1(s)—f (s.x(s))]ds, (22)

by effect & on the both sides of (21) Eq, we have,
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5xn+l(t)=5xn(t)+5j;z(t,s)[—x,;'(s)—f (s.x(s))]ds

=5xn(t)—5j;z(t,s)xg(s)ds—j;z(t,s)sf (s,x(s))ds

0

=5xn(t)—5_[; At,s)x"(s)ds,
by assumption x(s) and X/ (s) are continuous in t =t, , so, we can write,
=5xn(t)—a(j;z(t,s)xg(s)—f (s,x(s))ds +j:12/1(t,s)xg(s)ds+
j:m A(t,5)X"(s)ds)
=5%.(t) Z 5jt‘i‘%(t,s)xg(s)ds

i =0(ty=0.t,, ,=t)

=X, (t) - 25(/1(t s)x!

—t " i ,
‘Li Alt,s)x ! (s)ds

=0, 0~ X[ (A8 )0% ) - ALK 1)) -

s (t,s)dx . (s)j:‘“ +j:”l/133 (t,5)5%, (s)ds]
=%, (0= DAL )+ D ALK 1) + 2 A1), (1)
Y AsE)K, ) - D [ Ass (t.s)ox, (5)ds

Ly X5 ()= 1y X (8) =X (t ) — X5 (&,
mean of Xi(s)‘:fﬂ is in n( ) in n( ) n( |+1) ( |+1)
| s >t S—)t|+1

=X, (1) (At 1O () + A L)%, () +..+ AL1)SX ()
+(A(t,005% ] (0) + A(t t,)oX | () +...+ At 1, )OX  (tr))
+ (A8, 1)0X, () + AS (E,8,)0X, (t; ) +...+ AS (E,) 5%, (t 7))
—(As(t,0)5%,, (0") + AS (t,t,)0 . (t, ) +...+ AS (t,t,, )%, ("))
—(jo Ass(t,s)ox , (s)ds +...+.[tmﬂ,ss(t,s)éxn(s)ds)

in order to we have,
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= 8%, () = (A 1)8 (X} ) =X 1))+ AE)S (X, 0) =X, ()
A (t,t,) (5%, () = 0%, (t;)) +...+ st t,) (8%, (t) =%, (t,,) )
+/15(t,t)5xn(t)—ﬁ(t,t)&x;(t)—J.; Ass(t,s)ox ,(s)ds

=5xn(t)—(z(t,t1)5Ax; +o A AL, )OAX!

) A0 )
A (t,t,) (05K, (1) = 0%, (t,)) +...+ AS (t.t,) (%, (t) 0%, (t,,))

t=t,

+25(t,1)0x, (1) - [ Ass(t,5)0x, (s)ds

So, we have,
5%, . (t) =(1+/1s(t,t))5xn(t)—j; Jss (t,8)0X . (s)ds — s (t,1)ox | (t)

Similarly (11) Eq we can write,

Ass (t,s) =0,
As (t,t) =1,
As (t,t)=0.

S
Alt,s)=(t —s).

by substituting (23) Eq in (22) Eq, we obtain,

Xpa ) =X, @)+ [ € =8)[ X7 (5) = (5, (5))]ds

:xn(t)_(j:(t—s)xg(s)ds +...+j:“i (t—s)x"(s)ds +jtt (t —s)xg(s)ds)

~[L@-5)f (s.x(s))ds  f <C[P,P]

m+1

=xn(t)—zj:“(t—s)xg(s)ds —j:(t—s)f (s,x(s))ds

=X, (t) ((t —s)xr'](S)J‘:__:I”l+_|‘:l”lx;(s))—I:(t —s)f (s,x(s))ds

m
i=0

where _[:_”lx;(s)ds X, )—x, ") so,
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=xn(t)—i((t —t )X () — =t )X ) +X, () - X, ()

[ -9)f (s.x(s))ds
=%, @) [t ~t)x, )~ € ~0)x, (0)
(t —tz)X,'](t;)—(t _tl)Xr;(tlJr)

t-t)x, ) - -t,)x; )
_[(Xn(tl_)_xn(0+))+(Xn(tZ_)_Xn(tl+))+"'+(Xn(t_)_xn(tnﬁ))
—_[:(t—s)f (s,x(s))ds

=ng—i(t ~t,)AX,

=X, ) =X, ) +0+0+ 31, (x (tk))—j:(t-s)f (s,x(s))ds

= +t><;(0)+iAx . —}{(t)—I:(t—s)f (s, X (s))ds

at last, we obtian k
xn+l(t)=j:(s —)f (s,x(s))ds + 3 1, (x(t,)) (24)

(24) Eq is equal to (21).

4 Conclusion

In this article we intraduce simple and directe method for obtianing solution of impulsive
differantial equations in terms of integral equations such that in some refferences such as [8] the
above result is find by the complex and dificult method.
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