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Abstract 
The object of heuristic algorithms is to produce an optimum solution for solving a problem. When the 

number of variables in the problem is high the Heuristic Algorithms are used. In this article the goal is to 

find an optimum layout for JK Flip Flop for minimizing the average power. There are twenty MOSFETs 

with different channel widths. They make a twenty dimensional search space which are independent 

decision variables. Motivated by the convergence of Ant Colony Optimization in real domain (ACOR) 

and Genetic Algorithm (GA) and the link of MATLAB with HSPICE Software the optimized layout of 

JK Flip Flop is obtained. Based on ACOR, Fuzzy-ACOR, GA, Fuzzy-GA algorithms the best resulting 

JK Flip Flop layout in CMOS Technology with supply voltage of 5v has the average power consumption 

of 1.6 nW with Fuzzy-ACOR. 
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1. Introduction 

Component layout plays an important role in the design and usability of many engineering products 

[1]. This article describes ACOR, Fuzzy-ACOR, GA, and Fuzzy-GA algorithms to solve the problem 

of the channel width of MOSFETs in JK Flip Flop such that a set of objectives such as delay and 

average power can be optimized. In this article the single object of optimization of the average power 

is proposed. The goal is to minimize the average power in JK Flip Flop layout in CMOS Technology. 

The issue of energy optimization has been proposed in other applications like wireless sensor networks 

based on heuristic algorithms [2]. To avoid a large number of calculations for power consumption of 

the circuit the heuristic algorithm is employed. Furthermore the performance of proposed heuristic 

algorithms including ACOR, and GA has been tested over problems [3]. Genetic Algorithm (GA) is an 

Evolutionary Computation algorithm and Ant Colony Optimization in continuous space (ACOR) is a 

Swarm Intelligence algorithm which both are used to achieve the optimum layout design of JK Flip 

Flop and all of the results are illustrated and compared. The circuit of JK Flip Flop in gate design level 
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is shown in Figure 1, also in the level of transistor design is pictured in Figure 2, in addition in layout 

level it is illustrated in Figure 3. 

 

 

 

 

 

 

Figure 1. JK flip flop design in gate level 

 

 

Figure 2. JK flip flop design in transistor level, CMOS technology 
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Figure 3. JK flip flop design in layout level, LEDIT layout 

 

2. Heuristic algorithms: ACOR and GA 

In the past few decades, there has been widespread interaction between researchers seeking various 

evolutionary computation methods to seek the best solutions to a given function. The Evolutionary 

Algorithms are developed by mimicking or simulating processes found in nature and mainly includes 

Genetic Algorithms, Mimetic Algorithms, Particle Swarm Optimization, Ant Colony Optimization, 

and Shuffled Frog Leaping Algorithm. Optimization algorithms have constituted most significant 

subjects in mathematics and industry to conceive more accurate and expeditious solutions. 

 

2.1 Ant colony optimization (ACOR) algorithm in real domain to minimize the average power in 

JK flip flop 

One of the first attempts to apply an ant-related algorithm to the continuous optimization problems 

was Continuous ACO (CACO) (Belchev and Parmee, 1995) [3]. The extension of ACO to the 

continuous domain, ACOR which is applied to the continuous optimization problem in this work is the 

one originally proposed by Schola and further extended by Schola and Dorigo [3]. The proposed 

ACOR in [3] compliances with ACO in discrete domain as the process of pheromone is available in 

both of them. In this part the ACOR in [3] is clarified and used for designing optimum JK Flip Flop. 

The figure 4, diagram 4-1 shows the ACO in discrete domain including several ways that the ants can 

pass through them and there is no change around each way so there will not be any distribution around 

each solution of a variable. The more ants are passed or the better ants are moved through a way the 

more pheromone value is created. Meanwhile for ACOR the variables are continuous, and in this work 

they are limited to the constraint from the minimum value (“VarMin=0.2µm”) to the maximum value 

(“VarMax=2µm”) for each channel width. 
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Figure 4. Diagram 4-1 is discrete ACO, diagram is ACOR, and diagram 4-3 is the nature of 

continuity in ACOR 

Based on diagram 4-2a, each channel width or variable has different solutions and there are 

pheromone functions which are similar to normal distributions and the pheromone values are 

distributed over the different solutions. In diagram 4-2a, the continuous variable or channel width in 

horizontal axe has three possible values and normal distributions around them. The better solution or 

value has the more amount of pheromone around it, in comparison with other solutions. Also as it is 

seen in diagram 4-2b the pheromone functions have been merged or added together and the resulting 

pheromone function is more intensified around the better solution for the problem. As it is shown in 

diagram 4-3, naturally in a group of ants the second ant does not exactly pass through the way of the 

first ant, so there is a change around the exact way or specific solution which means there is nearly a 

normal distribution over each solution. And the centers of these normal distributions are the good 

solutions in comparison with the other solutions. So the archive of good solutions will be made and 

updated until they become the best solutions for the problem. Based on table 1 the best solution which 

is found for the channel width of MOSFET Q5 (“W5”) is 0.733024 µm. The nature of ants and their 

pass ways are shown in figure 5, graph 5-1. The variable W5 stands for the channel width of MOSFET 

Q5 in figure 5-2. The figure 5-3 shows the good solutions, for the variable of W5. Each of normal 

distributions as it is seen in graph 5-3 has its own probability of selection P. The probability of 

selection is based on Roulette Wheel Selection. Also these good solutions have their own cost 

function. The better solution has the lower cost function value and the higher probability of selection. 

In this article each fitness value or cost value is determined by the HSPICE Software. In fact HSPICE 

is the fitness evaluator of this problem since it calculates the average power of JK flip flop circuit in 

each iteration in ACOR in MATLAB software. Each of distribution is normal distribution with its 

mean and variance. The mean value is the good solution and the variance is the paths around the good 

way as it is seen in figure 5-1 and 5-3. The probabilities of selection Pi, P*, and Pj are independent of 

each other. Based on the principles of the probability, the independent probabilities are applied to the 

equations of 1 and 2, and based on them the formula of 3 is obtained since the probabilities of 

selection are multiplied by normal distributions and add together, so the resulting distribution is 

Gaussian Distribution of P(x5) which is shown in equation 3. It is used for the total distribution over 

the random variable x. 

Table 1. The best solutions in ACOR for W1 to W20 

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 

0.2 0.461414 1.257616 0.2 0.733024 0.28182 0.663069 0.2 0.665336 0.2 

W11 W12 W13 W14 W15 W16 W17 W18 W19 W20 

0.2 2 0.298566 0.549933 2 0.507826 0.2 0.819812 0.915831 0.305826 
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Figure 5. The nature of different solutions in the behavior of ants in 5-1, MOSFET Q5 in 5-2, 

normal distributions over solutions for the channel width of Q5, W5 in 5-3 
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The graph 5-3 shows three spread places of pheromones in black, blue, and pink colors that are 

distributed around the centers Wi, Wj, and W* and the percentage of pheromones are determined by 

Pi, Pj and P*. By the equation 3 the probabilistic model of P(x5) for the channel width of W5 (“x5”) is 

established. The ants will pay more attention to the place or center of W* where P(x) will be highly 

assigned for it. And the best solution in yellow color in figure 5-3 for W5 is obtained from equation 3. 

It includes more pheromone than others around W*. P(x) is separately calculated for each of twenty 

variables (twenty channel widths) in this problem like P(x1)…P(x5)…P(x20). The alternative names for 

P(xi) is Gi such that the equivalent name of G5 is used for P(x5) in the next parts and figures. Also the 

equation 5 shows the normal distribution function for each variable with mean and variance. P(x5) in 

equation 3 can produce new different solutions for the random variable of x5 so the random values can 

be produced for the channel width of Q5 (“W5”) by means of equation 3. Each solution of the solution 

archive has its own sigma δ. If all sigma in equation 3 are zero then the exact solutions of solution 

archive will be produced but if all sigma are non-zero with different values then the local search will 

be happened around the solutions. Whatever the sigma is closer to zero further exploitation is done. 

When the sigma (δ) becomes great then the exploration becomes high and it increases the diversity of 

solutions. In this work the problem includes twenty channel widths (“W1…W20”) that have distinct 

probability distributions (“P(x1) … P(x20)”). So by controlling the parameter of sigma, δ the diversity 

of channel widths will be increased which will be clarified in part 2.2. Whatever the produced 

pheromone of a way or variable is more the probability value is more. In figure 5, graph 5-3, the 
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simple solution archive of Wi, W*, and Wj create the probabilistic model of P(x5) which its work is to 

generate new random solutions or new population for the channel width of Q5 (“W5”). Then the 

probabilistic model will be sampled and the new population will be produced and they will be 

compared with the previous population in solution archive. By means of this competition the solution 

archive will be updated and the worse solutions will be eliminated. 

 

 

 

 

 

 

Figure 6. Trade off cycle between solution archive and probabilistic model 

 

 

 

 

 

 

Figure 7. The ith solution vector with different solutions from 1 to nPop, related solution 

weights, related probabilities of selection and normal distributions 

The figure 6 shows a trade-off cycle between solution archive and probabilistic model. This cycle 

cause the population and probabilistic model to be gradually better. The solution archive includes 

solution vectors. Each solution vector of Si includes solutions of Si
1 … Si

nPop and each solution has its 

own solution weight. The solution weights will be sorted based on the relation 6 and the better solution 

has more solution weight the figure 7 shows a solution vector with relative solution weight, probability 

of selection, and normal distribution.  Every solution has its own specific distribution. The notation for 

solution archive size is nPop which is set to 30 in this work and this parameter is similar to the 

parameter of population size in Genetic Algorithm in part 3.1. As it is shown in the relation 7 the 

random vector of x is obtained from the Joint Gaussian Mixture of G. 
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The lth weight, wl, is obtained from equation 8. As it is similar to Normal Distribution it is expressed 

by Normal Distribution, N, in equation 8. The solution archive size is nPop and l stands for lth solution 

weight and q is a positive parameter which affects on the variance. 
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The normal distribution of N with the mean µ and the standard deviation of δ is shown in equation 10. 

The δ is defined q.nPop in this article. The parameter q controls the solution selection, if q is zero then 

only the best member of solution archive will influence on producing new solutions while if q is high 

the solutions around the good solutions in solution archive will highly influence on producing new 

solutions. The role of parameter q in equation 8 is similar to the role of parameter α in Discrete Ant 

Colony Optimization (ACO) which is shown in equation 9 [4]. 
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The parameter α in 
 )]([ tij  is the social intelligence factor in discrete ACO [4] also here in ACOR the 

parameter q is the social intelligence , of course 1/q is associated with α. Based on equation 10, the 

probability, l
ip  is the probability of selection of lth solution among the nPop solutions for the random 

variable of  xi or ith channel width. This probability is associated with the related solution weight of lth 

solution. The solution weights are normalized and l
ip  is obtained. This probability is used in the 

equation 11 and the resulting Gaussian Distribution, Gi  in fact is the probabilistic model of ith channel 

width which can produce the new other solutions for this variable. Whatever the variance δ2 in the 

equation 11 is high, the diversity of solutions becomes high. The variance δ2 in ACOR determines the 

step of search in algorithm and it is called step size. 
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Based on figure 8 the standard deviation δ4
1 is more than δ2

1, δ4
1 > δ2

1. Because the average distance 

for fourth solution of S4
1 is more than other solutions, its high standard deviation causes more search 

space. 
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Figure 8. The solutions in solution archive for the first solution vector 𝐒𝐢
𝟏 , 𝐢: 𝟏 … 𝐧𝐏𝐨𝐩 

If the search space is limited only to the ith solution vector, then the distance of the solution 
i

lS  from 

the other solutions of 
i

rS  (r : 1 … nPop) is calculated by equation 12. Also the number of other 

solutions except the solution of 
i

lS  is “nPop – 1”, so the equation 12 shows the average distance of lth 

solution to the other solutions. When the average distance of the solution from the other solutions is so 

high, then the variance of the normal distribution around that solution should be greater than others to 

increase the search capability around it. 
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As it is shown in equation 13 the standard deviation is proportional to the average distance. The 

parameter zeta   is a positive control parameter which will be controlled in fuzzy-ACOR
 in part 2.2. 

If lth solution is far away than the other solutions then the amount of Sigma Σ and subsequently the 

amount of standard deviation δ becomes high and it causes the coarse search step while if zeta is low 

then the search step becomes fine. 

(13) 
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The equation 13 determines the standard deviation around each solution which is shown in figure 8 

and it is used in the power of two for the variance in the Normal Distribution in equation 11. The least 

average power of JK Flip Flop is converged to 8.2 nW which is shown in figure 9. The Pseudo Code 

of ACOR is shown in box 1. 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Convergence of average power to 8.2nw based on ACOR  
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Box 1. ACOR Pseudo-Code in this article 

Define the problem of JK Flip Flop  

Set the Solution Archive Size to nPop, the Sample Size to nSample, Selection Pressure to q 

Set the deviation distance ratio to zeta 

Generate Initial Solutions, Evaluate, Sort, and place them in the Solution Archive 

Calculate the Solution Weights Wl and the Selection Probabilities Pl 

   Do While termination conditions do not meet 

     Create probabilistic model Gi for each variable separately,  

     Compute random samples based on probabilistic model and create new population (newpop) 

     Merge New Population (Samples) and Main Population (Archive), Sort, and Delete Extra Members 

     Update the best solution ever found and Store Best Cost 

   End Do 

Plot Results 

2.2 Fuzzy ant colony optimization in real domain (Fuzzy-ACOR) for the optimization of JK flip 

flop 

As noted previously by controlling the parameter of zeta   the speed of convergence and the 

performance of ACOR will be improved. When   is high the exploration in search process becomes 

high while when   is low the exploitation becomes high also the search step will be fine or small and 

the search space is more effectively searched. At the beginning of search process when the cost 

function is high, zeta must be high. Also the size of new population (Sample Size), nSample in this 

article is another parameter that is controlled and by increasing it the diversity of search will be 

increased. The figure 10 shows the block diagram of fuzzy-ACOR which is used in this work. Based 

on the figure 10 both HSPICE and MATLAB software run together simultaneously. In each iteration 

the software of MATLAB will produce layout of JK flip flop, and HSPICE will calculate its average 

power until the best average power is obtained. The Pseudo Code for Fuzzy-ACOR is illustrated in 

Box 2. 

 

 

 

 

 

 

 

 

 

Figure 10. The block diagram of Fuzzy-ACOR system which is defined 

in this article 
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Box 2. Fuzzy-ACOR Pseudo-Code in this article 

Define the problem of JK Flip Flop  

Set the Archive Size to nPop, the Sample Size to nSample, Selection Pressure to q 

Set the deviation distance ratio to zeta 

Generate Initial Solutions, Evaluate, Sort, and place them in the Solution Archive 

Calculate the Solution Weights Wl and the Selection Probabilities Pl 

   Do While termination conditions do not meet  

     Create probabilistic model Gi for each variable separately,  

     Compute random samples based on probabilistic model and create new population (newpop) 

     Merge New Population (Samples) and Main Population (Archive), Sort, and Delete Extra Members 

     Update the best solution and the worst solution that ever found and Store Best Cost and Worst Cost 

     Normalize itnormalized = it / Maxit, and Bestnormalized = [ WorstCost - BestCost(it) ] / WorstCost 

     Read Fuzzy Inference System File and Fuzzy Rules (Fuzzy_ACOR_FIS.fis) 

     Define Input Variables for FIS and Fire the Rules 

   End Do 

Plot Results 

Table 2 shows the Fuzzy-ACOR rules. The optimum width channels are shown in table 3. The figure 

11 shows the least average power of 1.6 nW. 

 

Table 2. The fuzzy rules in Fuzzy-ACOR 

Then If 

zeta is High and nSample is High Itnormalized is High and BestCostnormalized is High 

zeta is Low and nSample is Low Itnormalized is High and BestCostnormalized is Low 

zeta is High and nSample is High Itnormalized is Low and BestCostnormalized is High 

zeta is Medium and nSample is Medium Itnormalized is Medium and BestCostnormalized is Medium 

 

Table 3. The best solutions in Fuzzy-ACOR for W1…W20 

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 

0.2 2 0.263429 0.2 0.2 0.50878 1.295758 0.739012 1.509186 0.2 

W11 W12 W13 W14 W15 W16 W17 W18 W19 W20 

0.995304 1.243184 0.291615 0.73219 2 1.379721 2 0.2 1.392469 0.2 
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Figure 11. The convergence of the best average power to 1.6nw for JK flip flop based on Fuzzy-

ACOR 

The membership functions are in trapmf type as it is shown in the Figure 12. 

 

 

 

 

 

 

Figure 12. Membership functions for normalized iteration, best cost normalized, zeta, and nsample  

 

2.3 Genetic algorithm to minimize the average power in proposed JK flip flop 

Genetic Algorithm as another heuristic algorithm is used, the Pseudo Code for GA for this article is in 

Box 3, the optimum layout obtained by GA is shown in table 4, and the resulting convergence is 

shown in Figure 13. 

Box 3. GA Pseudo-Code in this article 

Define the problem of JK Flip Flop and Upper band and Lower band of Variables  

Determine GA Parameters (Population Size, Crossover Percentage, and Mutation Percentage) 

Set the crossover percentage to pc and mutation percentage to pm 

Generate Initial Population, Evaluate, Sort, and place them in the Best Solutions 

   Do While termination conditions do not meet  

     Calculate Selection Probabilities 

     Select Parents indices and apply crossover and evaluate off springs, in Crossover Operator 

     Select Parents indices and apply mutation and evaluate Mutant, in Mutation Operator 

     Create Merged Population, sort population 

     Update and store the best solution and Cost that ever found 

   End Do 

Plot Results 
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Table 4. The best solutions in GA for W1 to W20 

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 

1.167544 0.333518 1.493428 1.411993 0.922975 0.273223 1.759053 1.604558 1.335302 0.986943 

W11 W12 W13 W14 W15 W16 W17 W18 W19 W20 

1.668262 1.23976 1.364574 1.140913 0.663053 0.738244 0.595428 1.470576 1.383409 0.857879 

 

 

 

 

 

 

 

 

 

 

 

Figure 13. The convergence of the best average power to 1.6nw for JK flip flop based on 

Fuzzy-ACOR  
 

2.4 Fuzzy genetic algorithm (Fuzzy-GA) for optimization of JK flip flop layout 

The block diagram of Fuzzy-GA is shown in Figure 14 [5]. The parameters of mutation percentage 

(“pm”), crossover percentage (“pc”), and the number of population (“nPop”) are optimally controlled 

to get the better results. The fuzzy-GA rules are illustrated in table 5. The pseudo code of Fuzzy-GA is 

shown in Box 4 [6]. The optimum channel widths are shown in table 6. Also the least average power 

after 100 iterations based on Fuzzy-GA is shown in Figure 15. The membership functions are also in 

trapmf type, the same as Fuzzy-ACOR [7]. 

 

 

 

 

 

 

Figure 14. Block diagram of Fuzzy-GA system which is defined in this article  

 

Table 5. Fuzzy rules in Fuzzy-GA 

Then If 

pm is High and pc is Low and nPop is High Itnormalized is High and BestCostnormalized is High 

pm is Low and pc is High and nPop is Low Itnormalized is High and BestCostnormalized is Low 

pm is High and pc is Medium and nPop is High Itnormalized is Low and BestCostnormalized is High 

pm is Medium and pc is Medium and nPop is Medium Itnormalized is Medium and BestCostnormalized is Medium 

 



   F. Keivanian, A. Yekta, N. Mehrshad / J. Math. Computer Sci.    14 (2015) 1 - 15 
 

13 
 

Box 4. Fuzzy-GA Pseudo-Code  

Define the problem of JK Flip Flop and Upper band and Lower band of Variables  

Determine GA Parameters (Population Size, Crossover Percentage, and Mutation Percentage 

Set the crossover percentage to pc and mutation percentage to pm 

Generate Initial Population, Evaluate, Sort, and place them in the Best Solutions 

   Do While termination conditions do not meet  

     Calculate Selection Probabilities 

     Select Parents indices and apply crossover and evaluate off springs, in Crossover Operator 

     Select Parents indices and apply mutation and evaluate Mutant, in Mutation Operator 

     Create Merged Population, sort population 

     Update the best solution and the worst solution that ever found and Store Best Cost and Worst Cost 

     Normalize itnormalized = it / Maxit, and Bestnormalized = [ WorstCost - BestCost(it) ] / WorstCost 

     Read Fuzzy Inference System File and Fuzzy Rules (Fuzzy_ACOR_FIS.fis) 

     Define Input Variables for FIS and Fire the Rules 

   End Do 

Plot Results 

 

Table 6. The best solutions in Fuzzy-GA for W1 to W20  

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 

0.746587 0.781259 0.486344 0.793128 0.680617 0.623516 0.440017 0.896774 1.258428 1.235993 

W11 W12 W13 W14 W15 W16 W17 W18 W19 W20 

1.719993 1.247373 0.97647 1.682751 1.44475 1.736418 0.633273 0.800001 2 0.733739 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 15. Convergence of the best average power to 9.5nw for JK flip flop based on Fuzzy-

GA  
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3. Conclusion 

By implementation of heuristic algorithms such as ACOR, Fuzzy-ACOR, GA, Fuzzy-GA the optimum 

JK flip flop is obtained. The best layout consumes only 1.6nW based on Fuzzy-ACOR. The 

comparisons are illustrated in table 7 and figure 16. Also the fuzzy-GA and fuzzy-ACOR showed the 

better results since the fuzzy rules has increased the performance of algorithm and finally the most 

optimum JK Flip Flop with the least average power consumption is obtained by Fuzzy-ACOR. 

 

Table 7. The least average power consumption are compared  

Heuristic Algorithms The best fitness value or lowest average power which is obtained 

ACOR 8.2 nW 

Fuzzy-ACOR 1.6 nW 

GA 29  nW 

Fuzzy-GA 9.5 nW 

 

 

 

 

 

 

 

 

 

 

 

Figure 16. The comparison of convergences of different heuristic algorithms: ACOR, Fuzzy-

ACOR, GA, and Fuzzy-GA 
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