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Abstract 
The new moduli set {2

n
, 2

n
-1, 2

n
+1, 2

n
-3, 2

n-1
-1} is profitable to construct high performance residue 

number system (RNS) due to well-formed moduli set and high dynamic range. Conversion from 

residues to binary is a bottleneck in RNS. With growth of number of moduli, this problem has been 

more critical due to complex multiplicative inverses. In this paper a high speed design of reverse 

converter for the moduli set {2
n
, 2

n
-1, 2

n
+1, 2

n
-3, 2

n-1
-1} is presented. This design is derived by using 

mix radix conversion (MRC) in three stages. Converter architecture is adder based which is suitable to 

realize efficient VLSI implementation. Proposed architecture has better delay performance compared 

to other reverse converters for five moduli sets in literature. 

 

Keywords: residue numbers system, reverse converter, mixed radix conversion, digital circuits, VLSI 

design. 

1. Introduction 

Residue number system (RNS) is non-weighted number system which its carry free property results 

in high speed arithmetic operation such as addition, subtraction, and multiplication. Due to these 

inherent futures, RNS is suitable to achieve fast and low power architecture in application such 

Digital Signal Processing (DSP) [1], Image Processing [2], and Cryptography [3] where dominant 

operation are addition and multiplication. 

Choice of moduli is the first step in designing the RNS system. RNS system is described as moduli 

set which include set of relatively prime integers. The dynamic range is interval of possible number 

representation in RNS which is equal to product of the moduli. Moduli selection plays an important 

role in the design of the RNS system [4]. Speed and complexity of arithmetic operations in RNS 

architecture which consist of binary-to-residue (forward) converter, arithmetic unit, and residue-to-

binary (reverse) converter are depends on appropriate moduli selection. The most popular 3n-bit 

dynamic range moduli set is {2
n
-1, 2

n
, 2

n
+1}. Forward converters for moduli in the form of 2

n
-1, 2

n
, 

and 2
n
+1 are simpler than other form of moduli [4-6]. This moduli set enjoys arithmetic friendly 

moduli and the best report for its reverse converter presented in [7]. Many works have been done to 
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choose the especial moduli sets such as {2
n–1

–1, 2
n
–1, 2

n
} [8] and {2

n
–1, 2

n
, 2

n+1
–1} [9]. By 

increasing the computations bit length in modern application, the dynamic ranges provided by 3n-

bit moduli sets are not adequate, so large dynamic moduli set such as {2
n
-1, 2

n
, 2

n
+1, 2

n+1
-1} [10], 

{2
n
-1, 2

n
, 2

n-1
-1, 2

n+1
-1} [11], {2

n
-3, 2

n
-1, 2

n
+1, 2

n
+3} [12], {2

n
-1, 2

n
, 2

n
+1, 2

2n
 + 1} [13], {2

n
-1, 2

n
, 

2
n
+1, 2

n-1
-1, 2

n+1
-1} [14],{2

n
, 2

2n+1
-1, 2

n/2
-1, 2

n/2
+1, 2

n
+1}[15] and {2

n
, 2

n/2
-1, 2

n/2
+1, 2

n
+1, 2

2n-1
-1} 

[16] have been introduced. Disadvantage of moduli sets like {2
n
-1, 2

n
, 2

n
+1, 2

2n
 + 1} [13], {2

n
, 2

2n+1
-

1, 2
n/2

-1, 2
n/2

+1, 2
n
+1} [15], and {2

n
, 2

n/2
-1, 2

n/2
+1, 2

n
+1, 2

2n-1
-1} [16] is the imbalance modulo 

channels due to the large bit-width differences between the modulus. Besides, these moduli sets 

enjoy efficient and simple implementation of the reverse converters. Five moduli set {2
n
-1, 2

n
, 2

n
+1, 

2
n-1

-1, 2
n+1

-1} [14] are designed for even values of n and has balanced moduli with efficient 

arithmetic operations. High latency of reverse converter is the main disadvantages of this work. 

In this paper, a new balanced five moduli set {2
n
-1, 2

n
+1, 2

n
-3, 2

n
, 2

n-1
-1} for even values of n is 

presented. Also an efficient adder based reverse converter based on mixed radix conversion 

technique in three stages is proposed. The proposed reverse converter is implemented with faster 

hardware compared to balanced five moduli set {2
n
-1, 2

n
, 2

n
+1, 2

n-1
-1, 2

n+1
-1} [14]. This paper is 

organized as follows; a brief introduction of the RNS with description of mixed radix conversion is 

presented in section II. An efficient design of reverse converter for balanced moduli set {2
n
-1, 

2
n
+1,2

n
-3, 2

n
, 2

n-1
-1} is presented in section III. Details of the delay and area of the proposed reverse 

converter are evaluated and comparisons are done in section IV and finally section V concludes the 

paper. 

2. Background 
A Residue Number System is defined by a set of m integer {P1, P2, …, Pm} called moduli set. 

Moduli set has the property of gcd (Pi, Pj) = 1 for each couple of Pi where𝑖 ≠ 𝑗, 𝑖 ∈  0,1, … ,𝑚 . 
A weighted number X can be represented in Residue Number System as X = (x1, x2,…, xm), 0 ≤

𝑥𝑖<𝑃𝑖 where xi means the reminder of X in modulo Pi or 
iP

X . Term M=𝑖=1𝑚𝑃𝑖 is equal to 

multiplication of all moduli Pi is named Dynamic Range. If X is chosen in the range [0,M), integer 

Xwill have a unique representation in RNS.  

One of the most important operations in RNS is conversion from residue number representation to 

binary system. To achieve the binary number from its residues, Mixed Radix Conversion (MRC) 

and Chinese Reminder Theorem (CRT) can be used. The proposed reverse converter is designed by 

using four stages of MRC. Therefore in the following, MRC will be presented. 

Theorem 1: The number X = (x1, x2, …, xm) in RNS representation can be converted to binary 

system by using  MRC as follows.  

(1)       
1

3 2 1 2 1 1
1

...
m

m i
i

X v P v P P v P v




     

Where v1 = x1 and 

2
2

1

1122 )(
P

P
Pvxv




        

3
33

1

22

1

1133 ))((
P

PP
PvPvxv




        

In general 

1 1
((( ) )1 1 2 2

1
        )1 1

x v P v Pm
P Pm m

m

v Pm m
Pm Pm

v

 
 




      
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1

j
i P

P


denotes the multiplicative inverse of Pi in modulus Pj. There are two lemmas that we can 

benefit from them during calculation of vi. 

Lemma 1: In modulo 2
n
-1, multiplication of n-bit residue number x by 2

k
 is equal to k-bit circular 

left shift residue number x [17]. 

Lemma2: In modulo 2
n
-1, the negative of residue number x is obtained by one's complement of x, 

where 0 ≤ 𝑥 < 2𝑛 − 1 [17]. 

3. Reverse Converter Design 

The proposed reverse converter is designed with four stages. Figure 1 shows the different stages of 

the reverse converter. 

 

Converter Using MRC for 

subset {2n+1, 2n-1}

x1 x2

W

Converter Using MRC for 

subset {2n-3, 2n}

x3 x4

Y

Converter Using MRC for 

subset {(2n-3)2n, 22n-1}

Z

x5

Converter Using MRC for 

subset {(2n-3)2n(22n-1), 2n-1-1}

X

Stage 1-a Stage 1-b

Stage 2

Stage 3

 
Figure 1. Three stage design of the reverse converter 

3.1 Converter design for subset {2
n
+1, 2

n
-1} 

By using MRC for subset {2
n
+1, 2

n
-1} and considering x1 = x1,n…x1,0 and x2 = x2,n -1 x2,n -2…x2,0, we 

have 

(2)        
1 1 2W v Pv 

  
Where  

1 1v x
      

 

 
2

2

1

2 2 1 1
P

P

v x v P  

       

For the required multiplicative inverses we have 

2

1 1

1 2n

P
P  

       
 

   
2

1 1

1
2 12 1

2 1 1  2 2 1 1
nn

n n n

P
P  



    
      

Therefore for v2 we have
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(3)         1

2 2 1 2 1
2

n

nv x x


 

 
By using Lemma 1 and 2 and considering x1 and x2 in binary form, Eq. (3) can be rewritten as 

(4)      

2 1

2, 1 2, 2 2,0 1,
1

1 
2

1, 1 1, 2 1,0

00 0

2
        

n

n n n
n

n bit

n n

x x x x

v
x x x



 




 

 
 
  

 


 

(5)       



23

22

21
2 1

2,0 2, 1 2,1 1,

1 

2

1,0 1, 1 1,1

11 1

       

n

n n

n bit
v

v

n

v

x x x x

v
x x x














 







 

Therefore 

(6)        
2 21 22 23 2 1nv v v v


  

 
Where  

2,1 2,0 2, 1 2,1 2 1nnv x x x 
 

        

2,2 1,

1 2 1

11 1
n

n

n bit

v x
 

 
        

2,3 1,0 1, 1 1,1 2 1nnv x x x 
 

        

v2 can  be implemented by using one Carry Save Adder (CSA) with End Around Carry (EAC) followed by a 

Modulo 2n-1 adder. Therefore to calculate W we have 

(7)         1 22 1nW x v  
 

Since v2 has n-bit in binary, therefore it can be concatenate at the end of 2 00 0
n

v   , therefore  

(8)         1 2 2W x v v 
 

Figure 2 shows the hardware implementation of v2 and W.  

Operand Preparation Unit (OPU1)

x1x2

v21
v22v23

CSA with EAC

Modulo (2n-1) adder

v2

OPU2

v2v2x1

To Next Stages 2n-bit CPA

W
 

Figure 2. Hardware implementation of v2 and W 
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OPU1 provides the required shift and NOT gates according to Eq. (5). After calculation of v2 the 

required concatenation in Eq. (8) are done by using OPU2. Note that x1 and v2v2are sent to next 

stages and the calculation of W is parallel with stage three of the design. 

3.2  Converter Design for Subset {2
n
-3, 2

n
} 

By using MRC for the moduli set {2
n
-3, 2

n
} and considering x3 = x3,n-1…x3,0 and x4 = x4,n-1…x4,0, it 

holds that 

(9)         
3 3 4Y v Pv 

 
 

where 

3 3v x
 

 
4

4

1

4 4 3 3
P

P

v x v P  

        

 

For the required multiplicative inverse in Eq. (9), we have 

 
4 4

1 1

3 3
2 2

1
3 1   

3n
n

P P
P P      

      

 

4

/2 1
1 2

3

0

2
i n

i

P
i

P
 





 
         

Proof. 

   

 

4

/2 1
1 2 2

3
2 0 2

2 4 2 2

2

3 2 1 2

(1 2 2 2 ) 1 2 1

n
n

n

i n
i

P
i

n

P
 







    

       




      

 

Therefore  

(10)      
 

 

2 4 2

4

4, 1 4, 2 4,0 3, 1 3, 2 3,0
2

1 2 2 2

n

n

n n n n

v
x x x x x x



   

    






  

(11)      
   

   

4 4

4

3 3 2

,0 , 2

,0 , 2
n

LS x LS x n
v

LS x LS x n

   


  



 

 

LS(k, p) denotes p-bit left shift of k. After calculation of v4, we have 

(12)        3 4 4 3 42 3 3nY x v v x v    
 

(13)         42 41 4Y v v v  
  

where 
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41 4

42 4 3

0v v

v v x




 

n-input CSA tree

Operand Preparation Unit 3 (OPU3)

...CLS(x4,0) CLS(x3,n-2)

Modulo Subtractor (2n) 

x3x4

...CLS(x3,0)CLS(x4,n-2)

v4

Operand Preparation Unit 4 (OPU4)

v42 v41

To next stage

2n-bit CSA

2n-bit CPA

Y

v42 v41 v4
1

1

 
Figure 3. Hardware implementation of Y 

 

Hardware implementation of Y is shown in figure 3. OPU3 provides the required shift and negation 

in Eq. (11). After that CSA tree followed by modulo 2
n
 adder calculates v4. Now, in order to 

realizeY, OPU4 is employed to provide intermediate variables v41, v42and their negations. Then 2n-

bit CSA followed by 2n-bit CPA calculates Y. Note that the variables v41and v42 before calculation 

of Yare sent to next stage and the operations in next stage are in parallel with calculation of Y. 

3.3 Converter Design for Subset {2
2n

-1, 2
n
 (2

n
-3)} 

By using MRC for the superset {2
2n

-1, 2
n
(2

n
-3)},we have 

(14)         
5 3,4 6Z v P v 

 
where 

5v Y
         

 

 
1,2

1,2

1

6 3,4 P
P

v W Y P  

        

 

The multiplicative inverse for Eq.(14) is  

 
21,2

1,2

1

3,4
2 1

1 2 2 3 2 3

3,4

2 2 3 1 

 2 2 2 2 1

n

n n

P

n n n n

P

P

P





   

    

    
  

 

Then Eq.(14) can be rewritten as follows 
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(15)       
 

 
2

6 2 2 3 2 3

2 1

        

2 2 2 2 1
n

n n n n

W Y
v

  



 


    

By replacing W from Eq. 8 and Y form Eq. 13, results in 

(16)      
 

 
2

1 2 2 4 3 4 4

6 2 3 2 3

2 1

0

    2 2 2
n

n n n

x v v v x v v
v

  



    


   

In binary representation Eq. 16 can be rewritten as 

(17)     

1,2 1,1 1,0 1, 1,3

1

1, 1,0 1, 1,0

2 3

2,2 2,1 2,0 2, 1 2,0 2, 1 2,3

2,1 2,0 2, 1 2,0 2, 1 2,2

2,2 2,1 2,0 2, 1 2,0 2, 1 2,3

4,1 4,0 4,

6

00 0

0 00 0 00 00 0

00 0

n

n

n n

n n

n n

n n

n n

n

n

x x x x x

x x x x

v v v v v v v

v v v v v v

v v v v v v v

v v v

v



 

 

 

 

 



 

 



 

    

 

 

 

 1 4,2

4, 1 4,0 4, 1 4,0

1 2

4,2 4,1 4,0 4, 1 4,3

4, 1 4,0 4, 1 4,0

2 3

3,2 3,1 3,0 4, 1 4,0 3, 1 3,3

4,1 4,0 3, 1 3,0 4, 1 4,

0 00 0 00 00 0

00 0

00 00 0 000 00 0

n n

n n

n

n

n n

n n

n n

n n

v

v v v v

v v v v v

v v v v

x x x v v x x

v v x x v v



 

 



 

 

 

 

  

  





    

 

    

 

 

2

2

4,2 4,1 4,0 3, 1 3,0 4, 1 4,3 2 1nn nv v v x x v v  



 

 

 

Using Lemma 1 and 2 results in 

(18)     

1,2 1,1 1,0 1, 1,3

1

1, 1,0 1, 1,0

2 3

2,2 2,1 2,0 2, 1 2,0 2, 1 2,3

2,1 2,0 2, 1 2,0 2, 1 2,2

2,2 2,1 2,0 2, 1 2,0 2, 1 2,3

4,1 4,0 4,

6

00 0

0 00 0 00 00 0

00 0

n

n

n n

n n

n n

n n

n n

n

n

x x x x x

x x x x

v v v v v v v

v v v v v v

v v v v v v v

v v v

v



 

 

 

 

 



 

 



 

    

 

 

 

 1 4,2

4, 1 4,0 4, 1 4,0

1 2

4,2 4,1 4,0 4, 1 4,3

4, 1 4,0 4, 1 4,0

2 3

3,2 3,1 3,0 4, 1 4,0 3, 1 3,3

4,1 4,0 3, 1 3,0 4, 1 4,

0 00 0 00 00 0

00 0

00 00 0 000 00 0

n n

n n

n

n

n n

n n

n n

n n

v

v v v v

v v v v v

v v v v

x x x v v x x

v v x x v v



 

 



 

 

 

 

  

  





    

 

    

 

 

2

2

4,2 4,1 4,0 3, 1 3,0 4, 1 4,3 2 1nn nv v v x x v v  



 

 

 

For simplicity Eq.(18) can be rewritten as 
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(19)      
2

61 62 63 64 65 66 67

6

68 69 610 611 612 613 2 1n

v v v v v v v
v

v v v v v v


     

      

Hardware implementation of v6 includes CSA with EAC followed by MA(2
2n

-1). Figure 4 shows 

the hardware implementation of v6. After calculation of v6, we have 

(20)           62 2 3n nZ Y v  
 

(21)         
1 2 3Z Z Z Z  

 
where 

(22)         

1 6

1

2 6

3 6

2

2

n

n

Z v Y

Z v

Z v





 

 
 

Figure 4 illustrates the hardware implementation of Z. such as described in previous stages, Z1, Z2, 

and Z3 are sent to next stages in parallel with calculation of Z. 

3.4 Converter Design for Subset {(2
2n

-1) 2
n
 (2

n
-3), 2

n-1
-1} 

Using MRCfor superset {(22n-1)×2n× (2n-3),2n-1-1}, results in 

(23)         
7 1,2,3,4 8X v P v 

 
where 

7v Z
         

 

 
5

5

1

8 5 1,2,3,4
P

P

v x Z P  

         

CSA tree

Operand Preparation Unit 5 (OPU5)

v613

Modulo Adder (22n-1) 

v4x1

...v61

v6

OPU6

x3 v2

v62

Y

Z1

(4n)-bit CSA

(4n)-bit CPA

Z

Z2 Z3

To Next Stage

Z2Z3

1

1

 
Figure 4. Hardware implementation of Z 
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The multiplicative inverse in Eq. (21) is obtained by 
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By replacing the multiplicative inverse is Eq. (21), v8 can be rewritten by Eq. (21). 

(24)       
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By replacing Z from Eq. 22 in Eq. 25 results in 

(25)       
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By replacing Z2 and Z3 form Eq. 22 and simplifying modulo 2
n-1

-1 results in  

(27)      
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By adjusting the number of bits for Z1, v60 and v6we have 

(28)      
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Where  

0 2 3 0n nL Y Y Y  
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After using CAS tree in Eq (28), we have 
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Then in order to get the result of multiplication CLS can be utilized, so we have  

(30)      

   

 

   

 

   

    1

0 0

0

0 0

8

0 1 1

1 1

1 1 2 1

, 2 ,1

, 5

, 2 ,1

, 5

,2 , 4

,2 , 4
n

CLS S n CLS S

CLS S n

CLS C n CLS C
v

CLS C n S C

CLS S CLS S n

CLS C CLS C n
 

 

   

 

     

   

  









 

(31)          2

82 2 3 2 1n n nX Z v     
 

(32)        

3 1 3

8 8 8

2 1

8 8 8

2 2

2 2 2

n n

n n n

X v Z v v

v v v





  

   

(33)       

3

8 8 8 8

2

1

8 8

00 00 0 2

2 2

n

n

n n

X v Z v v v

v v

  

 



 



M. Esmaeildoust,  A. Kaabi / J. Math. Computer Sci.     ( ), -  

 
 

448 
 

(34)      
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Figure 5. Hardware implementation of X 

 

Figure 5 shows the hardware implementation of X. 

3.5 Numerical Example 

For n = 6, the moduli set of proposed RNS is {65, 63, 61, 64, 31} with DR equal to 495593280. Let 

the RNS number of X be 19262232 = (2, 45, 18, 24, 10), weighted number X can be achieved by 

following step:  

1. Binary representation of residue are as bellow: 

x1=0000010 

x2=101101 
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x3=010010 

x4=011000 

x5=01010 

2. Obtaining W: 

v2=110101 

 

W = 0000010 + 110101110101 = 110101110111 

3. Obtaining Y: 

v4=111110 

Y=111110010010-1111100-111110=111011011000 

4. Obtaining Z: 

v6=001101000110 

Z = 001101000110111011011000 -0011010001100000000-001101000110000000 

 

Z= 001100011111101001011000=3275352 

 

1. Obtaining X: 

v8 =00001 

 

X  = 00001001100011111101001011000  – 000010000001000000000000 -

00001000000000000000000 + 000010000000+00001000000 

 

X =00001001100011111101001011000 + 11111111101111110111111111111 

+11111111110111111111111111111 + 000010000000 + 00001000000 +10 

= 000001001001011110101100011000 = 000001001001011110101100011000 = 19262232 

4. Performance evaluation  

In this section, performance comparison for new five moduli set {2
n
, 2

n
-1, 2

n
+1, 2

n
-3, 2

n-1
-1} with 

{2
n
, 2

n
-1, 2

n
+1, 2

n+1
-1, 2

n-1
-1} [14] which is the other well-known moduli set in this class is reported. 

Comparison is done between these moduli set in terms of delay and area. As represented in table 1 

the reverse converter for proposed moduli set has a total delay of (13n+ H
 
+12)tFA while total delay 

of presented reverse converter in [14] is (18n+L
 
+7)tFA where tFA denotes delay of one full adder cell, 

so delay of proposed  reverse converter has about 39% improvement. In a better scenario unit gate 

model is used for fair comparison in terms of total delay and hardware cost. Based on this model 

each two monotonic gates and XOR/XNOR gates counts one and two gates in area and delay 

respectively, one bit full adder cell has seven gates area and four gates delay. As results that are 

depictured in table 1, proposed design has noticeable improvement in terms of delay in compare 

with other case. 

Table 1. Delay and area comparison of the proposed reverse converter 

Converter Hardware requirements Unit gate area 
Conversion 

delay 

Unit gate 

delay 

[14] 
((5n

2
+43n+m

* 
)/6+16n-

1)AFA +(6n+1)ANOT 

(5n
2
+43n+m

*
)7/6 

+118n-6 
(18n+L

*
+7)tFA 72n+4L

*
+28 

Proposed 

(3n
2
+36n+3)AFA+(n-

1)AHA+ (2n+2)AXNOR 

+(2n+2)AOR +(11n-

11)AXOR 

+(11n-11)AAND+(9n-

1)ANOT 

(3n
2
+36n+3)7+59n 

-32 

(13n+ 

H
*
+12)tFA 

52n+4H
*
+48 

    *m=n-4, 9n-12 and 5n-8 for n=6k-2,6k and 6k +2, respectively, L is the number of the levels of a CSA tree with ((n/2) +1) inputs and H 

is the number of the levels a CSA with (n-2) inputs. 
 

5. Conclusion 
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In this paper a new reverse converter architecture for the new balanced moduli set {2
n
, 2

n
-1, 2

n
+1, 

2
n
-3, 2

n-1
-1} has been proposed. Converter architecture is adder based and does not need any ROM. 

Conversion technique is based on MRC, in three levels architecture. With this method about 39% 

speed up together with less hardware requirements are gained compared to the balanced five moduli 

set in literature.  
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