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#### Abstract

In this paper, two numerical meshless approaches, based on radial basis functions (RBFs) are applied to solve nonlinear time-dependent partial differential equations. Both of these approaches are based on Kansa meshless method. In these procedures the time is descritized to small time steps, the space is also descritized in each sub-domain. Then by the Kansa collocation method, by using RBFs, the approximate solution, in each step, is obtained. In the first approach, the nonlinear terms are eliminated, by linearization. In the second approach nonlinear equations are solved directly, by Fix point method. Four examples are provided to illustrate the efficiency and the reliability of these approaches. The results are also compared with each other.
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## 1. Introduction

During the last decade, meshless methods have received much attention. Due to the difficulty of the mesh generation problem, meshless methods for simulation of the numerical problems are employed. Meshless methods mainly contain GFEM [1], EFGM [2], and meshless methods using radial basis functions (RBFs) [3]. Radial basis functions (RBFs) interpolation is a technique for representing a function starting with data on scattered points. The RBFs can be of various types, such as: polynomials of a given degree; linear, quadratic, cubic, etc; thin plate spline (TPS), multiquadrics (MQ), inverse multiquadrics (IMQ), Gaussian forms (GA), etc. In the cases of inverse quadratic, inverse multiquadric (IMQ), and Gaussian (GA), the matrix of coefficients of RBFs interpolation is positive definite, and
for multiquadric (MQ) it has one positive eigenvalue and the remaining ones are all negative [4]. For more details, interested readers are referred to [5]. In 1990, Kansa proposed a scheme for estimating the solution of differential equations, using RBFs. Recently, Kansa's method was modified to solve various ordinary and partial differential equations including nonlinear time-dependent partial differential equations [7-11]. There are some common methods for time-dependent nonlinear partial differential equations such as Homotopy perturbation method, Variational interation method, and etc [12-13]. Recently some methods based on method of lines have been used to solve these types of differential equations [14-17]. Combination of these methods and RBF methods are also applied to solve time-dependent nonlinear partial differential equations. In these methods the time is descritized to small time steps, and space is also descritized in each sub-domain, and then by the collocation approaches using RBFs the approximate solution is obtained, in each step.
In this paper, two approaches for this method are introduced. To show the efficiency of the approaches, the methods are applied for solving two famous equations named Kuramoto-Sivashinsky and FisherBurger equations. In Section 2, the properties of radial basis functions are described. In Section 3, two approaches are introduced to solve the time-dependent nonlinear partial differential equations. These approaches are applied to solve Kuramoto-Sivashinsky, and Burger-Fisher equation. In Section 4, the numerical implementations of the methods are investigated. Conclusions and discussions are appeared in the final section.

## 2. Radial basis functions

Let $\varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}$ be a continuous function with $\varphi(0) \geq 0$. A radial basis function on $\mathbb{R}^{d}$ is a function of the following form

$$
\varphi\left(\left\|X-X_{i}\right\|\right)
$$

where $X, X_{i} \in \mathbb{R}^{d}$, and $\|\cdot\|$ denotes the Euclidean norm. If $\left\{X_{i}\right\}_{i=1}^{N}$ is a sequence of distinct points in $\mathbb{R}^{d}$, then, as usual, the approximation has the general following form

$$
S(X)=\sum_{i=1}^{N} \lambda_{i} \varphi\left(\left\|X-X_{i}\right\|\right), \quad \lambda_{i} \in \mathbb{R}
$$

Most important properties of RBFs are; radial symmetry, smoothness, and certain properties of their Fourier transform. Some of the most important radial basis functions are shown in Table1.

### 2.1 Using RBFs to approximate a function (Kansa method)

Let us choose $N$ distinct nodes $\left(X_{j}, j=1,2, \ldots, N\right)$ in the interval $[a, b]$. In RBF methods, a function $u(x)$ is approximated by $u^{*}(x)$ as

$$
\begin{equation*}
u^{*}(x)=\sum_{j=1}^{N} \lambda_{j} \varphi\left(r_{j}\right)=\Phi^{T}(r) \lambda \tag{1}
\end{equation*}
$$

Table1: Some of the most important radial basis functions

| $r=\left\\|X-X_{i}\right\\|, \quad c>0$ |  |
| :--- | :---: |
| RBF | Definition |
| Multiquadric (MQ) | $\sqrt{r^{2}+c^{2}}$ |
| Inverse Multiquadric (IMQ) | $1 / \sqrt{r^{2}+c^{2}}$ |
| Thin-plate Spline (TPS) | $r^{2} \log r$ |
| Guassian (GA) | $\exp \left(-r^{2} / c^{2}\right)$ |
| Inverse Quadric | $1 /\left(r^{2}+c^{2}\right)$ |

where $r_{j}=\left\|X-X_{j}\right\|, \lambda_{j}$ s are time dependent unknowns to be determined. $\varphi(r), r \geq 0$ is some RBF. Also

$$
\Phi(r)=\left[\varphi_{1}(r), \varphi_{2}(r), \ldots, \varphi_{N}(r)\right]^{T},
$$

and

$$
\lambda=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right]^{T} .
$$

By considering $u^{*}\left(X_{i}\right)=u_{i}$, Eq. (1) can be represented as the following

$$
\begin{equation*}
A \lambda=u, \tag{2}
\end{equation*}
$$

where $u=\left[u_{1}, u_{2}, \ldots, u_{N}\right]^{T}$, and

$$
A=\left[\begin{array}{l}
\Phi^{T}\left(r_{1}\right) \\
\Phi^{T}\left(r_{2}\right) \\
\vdots \\
\Phi^{T}\left(r_{N}\right)
\end{array}\right]=\left[\begin{array}{cccc}
\varphi_{1}\left(r_{1}\right) & \varphi_{2}\left(r_{1}\right) & \ldots & \varphi_{N}\left(r_{1}\right) \\
\varphi_{1}\left(r_{2}\right) & \varphi_{2}\left(r_{2}\right) & \ldots & \varphi_{N}\left(r_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{1}\left(r_{N}\right) & \varphi_{2}\left(r_{N}\right) & \ldots & \varphi_{N}\left(r_{N}\right)
\end{array}\right]
$$

From Equations (1) and (2), $u^{*}(x)$ can be written as;

$$
\begin{equation*}
u^{*}(x)=\Phi^{T}(r) A^{-1} u . \tag{3}
\end{equation*}
$$

## 3. Using RBFs for time dependent PDE

To illustrate the method, it is used to solve the Kuramoto-Sivashinsky equation. The general form of this equation is as follows

$$
\begin{equation*}
u_{t}+u u_{x}+\alpha u_{x x}+\sigma u_{x x x}+\beta u_{x x x x}=0 \tag{4}
\end{equation*}
$$

Two approaches based on the meshless method, using RBFs, are introduced to solve this equation.

### 3.1 First approach

Consider Eq. (4) with the following boundary and initial conditions;

$$
\begin{array}{ll}
u(a, t)=g_{1}(t), & u(b, t)=g_{2}(t), \quad t>0 \\
u(x, 0)=f(x), & a \leq x \leq b \tag{6}
\end{array}
$$

By applying the Crank-Nicolson scheme to Eq. (4), the following difference equation is obtained.

$$
\begin{align*}
& {\left[\frac{u^{n+1}-u^{n}}{\Delta t}\right]+\left[\frac{\left(u u_{x}\right)^{n+1}+\left(u u_{x}\right)^{n}}{2}\right]+\alpha\left[\frac{\left(u_{x x}\right)^{n+1}+\left(u_{x x}\right)^{n}}{2}\right]+\sigma\left[\frac{\left(u_{x x x}\right)^{n+1}+\left(u_{x x x}\right)^{n}}{2}\right]} \\
& +\beta\left[\frac{\left(u_{x x x x}\right)^{n+1}+\left(u_{x x x}\right)^{n}}{2}\right]=0 \tag{7}
\end{align*}
$$

where $u^{n+1}=u\left(t^{n+1}\right), t^{n+1}=t^{n}+\Delta t$, and $\Delta t$ is the time step. The main idea in this approach is linearization of the nonlinear term. To linearize the nonlinear term $u u_{x}$, one can use following formula

$$
\begin{equation*}
\left(u u_{x}\right)^{n+1}=u^{n} u_{x}^{n+1}+u^{n+1} u_{x}^{n}-u^{n} u_{x}^{n} \tag{8}
\end{equation*}
$$

Results of substitution (8) into (7) follows

$$
\left[\frac{u^{n+1}-u^{n}}{\Delta t}\right]+\left[\frac{u^{n} u_{x}^{n+1}+u^{n+1} u_{x}^{n}}{2}\right]+\alpha\left[\frac{u_{x x}^{n+1}+u_{x x}^{n}}{2}\right]+\sigma\left[\frac{u_{x x x}^{n+1}+u_{x x x}^{n}}{2}\right]+\beta\left[\frac{u_{x x x}^{n+1}+u_{x x x x}^{n}}{2}\right]=0 .
$$

Terms, can be rearranged as follows

$$
\begin{equation*}
u^{n+1}+\frac{\Delta t}{2}\left[u^{n} u_{x}^{n+1}+u^{n+1} u_{x}^{n}+\alpha u_{x x}^{n+1}+\sigma u_{x x x}^{n+1}+\beta u_{x x x x}^{n+1}\right]=u^{n}-\frac{\Delta t}{2}\left[\alpha u_{x x}^{n}+\sigma u_{x x x}{ }^{n}+\beta u_{x x x x}{ }^{n}\right], \tag{9}
\end{equation*}
$$

where $u^{n}$ represents the $n$ 'th iteration of the approximate solution. Suppose that approximate solution of Eq. (9) has the following form

$$
\begin{equation*}
u^{n}\left(x_{i}\right)=\sum_{j=0}^{N} \lambda_{j}^{n} \varphi\left(r_{i j}\right), \tag{10}
\end{equation*}
$$

where $x_{i}=a+i \Delta x$ are collocation points in $[a, b], r_{i j}=\left\|x_{i}-x_{j}\right\|, \lambda_{j}{ }^{n}$ are unknown values to be determined, and $\varphi(r)$ is a radial basis function. By substituting (10) in to (9), the following equation will be obtained, for all interior points $x_{i}(i=1,2 . ., N-1)$.

$$
\begin{align*}
& \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi\left(r_{i j}\right)+\frac{\Delta t}{2}\left[u^{n} \times \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{x}\left(r_{i j}\right)+u_{x}^{n} \times \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi\left(r_{i j}\right)+\alpha \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{x x}\left(r_{i j}\right)+\sigma \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{x x x}\left(r_{i j}\right)\right. \\
& \left.+\beta \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{x x x x}\left(r_{i j}\right)\right]=u^{n}-\frac{\Delta t}{2}\left[\alpha u_{x x}^{n}+\sigma u_{x x x}^{n}+\beta u_{x x x x}^{n}\right] . \tag{11}
\end{align*}
$$

The boundary conditions (5) and (6) take the following form

$$
\begin{equation*}
\sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi\left(r_{1 j}\right)=g_{1}(t), \quad \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi\left(r_{N j}\right)=g_{2}(t) . \tag{12}
\end{equation*}
$$

At each step, $\lambda_{j}{ }^{n}$ s are known and the system (11) and (12) contains $N+l$ unknowns $\lambda_{j}^{n+1}$, which can be easily determined by some methods such as Gaussian elimination, QR factorization, and etc. By solving this system of linear equations, $\lambda_{j}^{n+1} \mathrm{~s}$, are determined and from (10)

$$
u^{n+1}(x)=\sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi\left(r_{j}\right), \quad r_{j}=\left\|x-x_{j}\right\| .
$$

### 3.2 Second approach

In this approach the domain descritize in directions, time and space. Using radial basis functions to approximate the solution of the equation in each sub-domain, a closed form of the solution is resulted, and this is used to initial condition of the next sub-domain. In this approach the equation (4) is solved in each subdomain using the collocation technique. The system of nonlinear equations which arises from nonlinear term is solved directly, without any linearization. This system can be solved via Fix point method. By the first approach notations in each subdomain, the following equations is obtained

$$
\begin{align*}
& u_{t}^{n+1}+u^{n+1} u_{x}^{n+1}+\alpha u_{x x}^{n+1}+\sigma u_{x x x}{ }^{n+1}+\beta u_{x x x x}{ }^{n+1}=0, \\
& u^{n+1}(a, t)=g_{1}(t), \quad u(b, t)=g_{2}(t), \quad t>0,  \tag{13}\\
& u^{n+1}(x, 0)=u^{n}(x), \quad a \leq x \leq b .
\end{align*}
$$

By substituting (10) into (13), the following equation will be obtained

$$
\begin{align*}
& \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{t}\left(r_{i j}\right)+\sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi\left(r_{i j}\right) \times \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{x}\left(r_{i j}\right)  \tag{14}\\
& \left.+\alpha \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{x x}\left(r_{i j}\right)+\sigma \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{x x x}\left(r_{i j}\right)+\beta \sum_{j=0}^{N} \lambda_{j}^{n+1} \varphi_{x x x x}\left(r_{i j}\right)\right]=0,
\end{align*}
$$

for all interior points $x_{i}(i=1,2 .,, N-1)$. The system (14) contains $N-1$ nonlinear equations. With the equations arise from boundary and initial conditions; a system of $N+1$ nonlinear equations with $N+1$ unknowns $\lambda_{j}^{n+1}$, are obtained. This nonlinear system can be solved by some methods such as, Fix point, Newton method, and etc.

## 4. Numerical implementation

Two approaches are applied to solve two famous Equations to comparison the numerical solutions. First, the numerical solution of Kuramoto-Sivashinsky equation is considered. Additionally, numerical solution of Burger-Fisher Equation is obtained by two approaches.

### 4.1 Kuramoto-Sivashinsky equation

Example 1: Consider the equation (4), with $\alpha=1, \sigma=4$, and $\beta=1$.

$$
\begin{equation*}
u_{t}+u u_{x}+u_{x x}+4 u_{x x x}+u_{x x x x}=0 \tag{15}
\end{equation*}
$$

with initial and boundary conditions

$$
\begin{aligned}
& u(x, 0)=C+9-15\left[\tanh \left(k\left(x-x_{0}\right)\right)+\tanh ^{2}\left(k\left(x-x_{0}\right)\right)-\tanh ^{3}\left(k\left(x-x_{0}\right)\right)\right], \\
& u(a, t)=C+9-15\left[\tanh \left(k\left(a-C t-x_{0}\right)\right)+\tanh ^{2}\left(k\left(a-C t-x_{0}\right)\right)-\tanh ^{3}\left(k\left(a-C t-x_{0}\right)\right)\right], \\
& u(b, t)=C+9-15\left[\tanh \left(k\left(b-C t-x_{0}\right)\right)+\tanh ^{2}\left(k\left(b-C t-x_{0}\right)\right)-\tanh ^{3}\left(k\left(b-C t-x_{0}\right)\right)\right] .
\end{aligned}
$$

The exact solution is
$u(x, t)=C+9-15\left[\tanh \left(k\left(x-C t-x_{0}\right)\right)+\tanh ^{2}\left(k\left(x-C t-x_{0}\right)\right)-\tanh ^{3}\left(k\left(x-C t-x_{0}\right)\right)\right]$.
This equation has been solved by two approaches, with $C=6, k=0.5$, and $x_{0}=-10$, in $[a, b]=[-20,10]$. In this paper multiquadric RBF (MQ) has been applied. In Fig. 1 the solitary wave propagation for the Kuramoto-Sivashinsky equation (15) is shown. Time step in first and second approach is 0.01 . It is obvious that the first approach has a good approximate solution as well as the second approach. To compare the approximate solutions with the exact one, the RMS error in some non-collocation points at different times are presented in Table 2.

$$
R M S=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left|u_{\text {exact }}\left(x_{i}, t\right)-u_{\text {approximate }}\left(x_{i}, t\right)\right|^{2}}
$$



Fig. 1: The initial, exact, and approximate solutions of Equation (15), at different times by the first (left), and the second approach (right)

Table 2: The values of RMS error of approximate solution of example (1) at different values of $t$

| time |  | 0.5 | 1 | 1.5 | 2 | 2.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RMS | First approach | $3.11 \mathrm{e}-2$ | $6.66 \mathrm{e}-2$ | $7.44 \mathrm{e}-2$ | $9.24 \mathrm{e}-2$ | $1.15 \mathrm{e}-1$ |
|  | Second approach | $6.42 \mathrm{e}-2$ | $7.66 \mathrm{e}-2$ | $8.59 \mathrm{e}-2$ | $9.27 \mathrm{e}-2$ | $1.26 \mathrm{e}-1$ |

Example 2: Consider the equation (4), with $\alpha=1, \sigma=1$, and $\beta=0$,

$$
\begin{equation*}
u_{t}+u u_{x}+u_{x x}+u_{x x x}=0 \tag{16}
\end{equation*}
$$

with initial and boundary conditions

$$
\begin{aligned}
& u(x, 0)=C+\frac{15}{19} \sqrt{\frac{11}{19}}\left[11 \tanh ^{3}\left(k\left(x-x_{0}\right)\right)-9 \tanh \left(k\left(x-x_{0}\right)\right)\right] \\
& u(a, t)=C+\frac{15}{19} \sqrt{\frac{11}{19}}\left[11 \tanh ^{3}\left(k\left(a-C t-x_{0}\right)\right)-9 \tanh \left(k\left(a-C t-x_{0}\right)\right)\right] \\
& u(b, t)=C+\frac{15}{19} \sqrt{\frac{11}{19}}\left[11 \tanh ^{3}\left(k\left(b-C t-x_{0}\right)\right)-9 \tanh \left(k\left(b-C t-x_{0}\right)\right)\right]
\end{aligned}
$$

In Fig. 2 the solitary wave propagation for the Kuramoto-Sivashinsky equation (16) with $C=0.5, k=\frac{1}{2} \sqrt{\frac{11}{19}}$, and $x_{0}=-10$, in the interval $[a, b]=[-30,30]$ is given. Time step in first and second approaches is $\Delta t=0.1$. The values of RMS error at different values of $t$ are presented in Table 3.





Fig. 2: The initial, exact, and approximate solutions of Equation (16), at different times by the first (left), and the second approach (right)

Table 3: The values of RMS error of approximate solution of example (2) at different values of $t$

| time |  | 0.5 | 1 | 1.5 | 2 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RMS | First approach | $2.98 \mathrm{e}-4$ | $6.06 \mathrm{e}-4$ | $7.73 \mathrm{e}-4$ | $1.07 \mathrm{e}-3$ | $1.22 \mathrm{e}-3$ |
|  | Second approach | $1.39 \mathrm{e}-3$ | $2.71 \mathrm{e}-3$ | $3.70 \mathrm{e}-3$ | $4.76 \mathrm{e}-3$ | $9.66 \mathrm{e}-3$ |

### 4.2. Burger-Fisher equation

Consider the following equation

$$
\begin{equation*}
u_{t}+\alpha u^{\sigma} u_{x}-u_{x x}=\beta u\left(1-u^{\sigma}\right), \tag{17}
\end{equation*}
$$

with the exact solution

$$
u(x, t)=\left(1 / 2+1 / 2 \tanh \left(\frac{-\alpha \sigma}{2(\sigma+1)}\left(x-\left(\frac{\alpha}{\sigma+1}+\frac{\beta(\sigma+1)}{\alpha}\right) t\right)\right)\right)^{1 / \sigma} .
$$

This equation is general form of Burger-Fisher equation. By two approaches, the solution of this equation for various values of the parameters $\alpha, \beta$, and $\sigma$ is investigated.

Example 3: Consider the generalize Burgers-Fisher equation (1.1), with $\alpha=1, \beta=0$, and $\sigma=1$. The initial condition and boundary conditions are as follows

$$
\begin{aligned}
& u(x, 0)=1 / 2+1 / 2 \tanh \left(\frac{-x}{4}\right) \\
& u(a, t)=1 / 2+1 / 2 \tanh \left(\frac{-1}{4}\left(a-\left(\frac{1}{2}\right) t\right)\right), \quad u(b, t)=1 / 2+1 / 2 \tanh \left(\frac{-1}{4}\left(b-\left(\frac{1}{2}\right) t\right)\right) .
\end{aligned}
$$

Fig. 3 shows the approximate solution of this equation by first and second approaches at different times. The values of RMS error at various times are presented in Table 4. Time step in the first and second approaches is taken as $\Delta t=0.1$.


Fig. 3: The initial, exact, and approximate solutions of Equation (17), with $\alpha=1, \beta=0$, and $\sigma=1$ at various times by the first (left), and the second approach (right)

Table 4: The values of RMS error of approximate solution of example (3) at different values of $t$

| time |  | 0.5 | 1 | 4 | 6 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RMS | First approach | $1.03 \mathrm{e}-4$ | $1.48 \mathrm{e}-4$ | $2.35 \mathrm{e}-4$ | $3.72 \mathrm{e}-4$ | $4.42 \mathrm{e}-4$ |
|  | Second approach | $1.74 \mathrm{e}-4$ | $3.37 \mathrm{e}-4$ | $1.30 \mathrm{e}-3$ | $1.71 \mathrm{e}-3$ | $2.22 \mathrm{e}-3$ |

Example 4: Consider the Burgers-Fisher equation (1.1), for $\alpha=2, \beta=1$, and $\sigma=1$. The initial condition and boundary conditions are as follows

$$
\begin{aligned}
& u(a, t)=1 / 2+1 / 2 \tanh \left(\frac{-x}{2}\right) \\
& u(a, t)=1 / 2+1 / 2 \tanh \left(\frac{-1}{2}(a-3 t)\right) \\
& u(b, t)=1 / 2+1 / 2 \tanh \left(\frac{-1}{2}(b-3 t)\right)
\end{aligned}
$$

Fig. 4 shows the approximate solution of this equation by first and second approaches at various times. The values of RMS error at different values of times are presented in Table 5. Time step in first and second approaches is $\Delta t=0.01$.


Fig. 4: The initial, exact, and approximate solutions of Equation (17), for $\alpha=2, \beta=1$, and $\sigma=1$, at various times by the first (left), and the second approach (right)

Table 5: The values of RMS error of approximate solution of example (4) at different values of $t$

| time |  | 0.5 |  | 1 | 1.5 | 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RMS | First approach | $1.14 \mathrm{e}-4$ | $2.63 \mathrm{e}-4$ | $3.98 \mathrm{e}-4$ | $6.03 \mathrm{e}-4$ | $8.87 \mathrm{e}-4$ |
|  | Second approach | $2.91 \mathrm{e}-4$ | $4.53 \mathrm{e}-4$ | $5.45 \mathrm{e}-4$ | $7.91 \mathrm{e}-4$ | $2.53 \mathrm{e}-3$ |

## 5. Conclusions

Two approaches of meshless method using radial basis functions have been investigated. To show the efficiency of the approaches, they have been applied to solve two famous time-dependent nonlinear partial differential equations, such as Kuramoto-Sivashinsky, and Burger-Fisher equations. The results show, both the first and the second approaches are reliable and efficient to solve this time-dependent nonlinear PDE.
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