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Abstract 

     Using multiple antennas at both transmitter and receiver to improve communication 
performance is referred to as multi-input multi-output (MIMO) system. In order to keep away 
interference and increase the independency between the information received from or reflected by 
various targets, the transmitted signals are required to be mutually orthogonal. In this paper a new 
approach using evolutionary algorithms including particle swarm optimization (PSO), bee 
algorithm (BA) and artificial bee colony (ABC) to design orthogonal discrete frequency coding 
waveforms (DFCWs) is proposed. These methods have desirable autocorrelation and cross 
correlation characteristics for orthogonal MIMO radars. The simulation results and comparisons 
demonstrate that each evolutionary algorithm has its own advantages and disadvantages and 
therefore can be applied to meet particular requirements. 

Keywords: Poly phase, MIMO radars, and evolutionary algorithms.  
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1. Introduction 

Multi-input multi-output radar (MIMO) is extremely useful in communication science in two decades 
ago. The MIMO radar is a multiple antenna radar system which is capable to transmit arbitrary 
waveforms from each antenna element. The multiple transmitting antennas transmit orthogonal signals 
while multiple receiving antennas receive them [1, 2]. 

The MIMO radar technology has rapidly paid attention from many researchers. Several advantages of the 
MIMO radar have been discovered by many different researchers such as increased diversity of the target 
information, excellent interference rejection capability, ability of parameters identification and enhanced 
flexibility for transmitting beam pattern design. However, the ability to detect the low speed target on the 
background of clutter and the detection ability of weak target on the background of strong clutter cause 
that MIMO radar performance has been considered in different projects [3]. 

According to the MIMO radars’ structure, there are different transmitted signal, so receiving the 
transmitted signal without interference is the most important purpose in this application. In order to 
overcome this problem, the transmitted signals must be mutually orthogonal [4]. 

The MIMO radar uses L orthogonal waveforms that are transmitted from different phase centers and N 
shows the receiving phase centers. The received signals are matched filtered for each of the transmitted 
waveforms forming NL channels. This assumption denotes the necessity of low cross correlation 
properties between waveforms. In addition to have high resolution for multiple target detection, a low 
auto-correlation sidelobe peaks levels for transmitted signals is required [5]. 

Assume a MIMO radar system that composes of L transmitters, where each of them transmits a distinct 
signal from an orthogonal code set  ( ), 1, 2,3,...,ls t l L  in which any two signals in the set are 

uncorrelated and the aperiodic autocorrelation function of any code ( )ls t  should be closed to an impulse 
function. 

The capability of being achieved of MIMO radars relates to the feasibility of a set of orthogonal signals 
with low autocorrelation and cross correlation properties. As a consequence, the acceptable design of such 
orthogonal code sets is very important for putting into effective MIMO radar systems [6]. MIMO radar 
systems can be coded with binary sequences, polyphase sequences, or frequency-hopped sequences. The 
polyphase code has some advantages against the binary code; as might be expected, polyphase code is 
increasingly becoming a desirable alternative for radar signals [7]. 

In this paper, we intend to demonstrate powerful nature inspired algorithms, PSO, new PSO (NPSO), BA 
and ABC for the designing of orthogonal ployphase code sets that can be used in MIMO radars. The 
remainder of this paper is organized as follows: in the second section, the problem of the polyphase code 
set design is presented. Then, four kinds of nature inspired algorithms to numerically optimize polyphase 
code sets are introduced briefly. The results from designing methods are presented in section 4. Finally, 
the last section concludes the paper. 
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2. Orthogonal Polyphase Signal Design for MIMO 

Consider that orthogonal polyphase code comprise L signals that each signal containing N subpulses 
represented by a complex number sequence, the signal set can be shown as follows: 

( )( ) , 1,2,..., , 1,2,...,lj n
ls t e n N l L                                                                                                            (1) 

where ( ),  (0 ( ) 2 )l ln n     is the phase of subpulse n of signal L in the signal set [1]. 

Assume a polyphase code set s with code length of N, set size of L, one can concisely represent the phase 
values of s with the following L×N phase matrix: 
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where the phase sequence in row l (1≤ l ≤ L) is the polyphase sequence of signal l, and all the elements in 
the matrix can only be chosen from the phase set in (2). 

From the autocorrelation and cross correlation characteristic of orthogonal polyphase codes, we get: 
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where ( , )lA k and ( , , )p qC k   are the aperiodic autocorrelation function of polyphase sequence ls  and 

the cross correlation function of sequences ps  and qs , and k is the discrete time index. Therefore, 

designing an orthogonal polyphase code set is equivalent to the constructing a polyphase matrix in (2) 
with ( , )lA k and ( , , )p qC k  constraints in (3) and (4). 

For the design of orthogonal polyphase code sets used in MIMO radar systems, an optimization criterion 
is not only to minimize the autocorrelation sidelobe peak (ASP) and the cross correlation peaks (CP), but 
also minimize the total autocorrelation sidelobe energy and cross correlation energy in (3) and (4). The 
peak and energy based cost function used for MIMO radar signals is defined as follows [8]: 
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3. Evolutionary Algorithms for DFCW 

In past decades engineers have concentrated to present heuristic methods to solve optimization problems. 
In this way they have tried to inspire from nature and from this point of view. Finally, they have 
succeeded to achieve to different evolutionary algorithms including PSO, NPSO, BA and ABC. In this 
paper, to design the orthogonal discrete frequency coding waveforms, these algorithms are used. 

3.1. Particle Swarm Optimization and New Particle Swarm Optimization 

The idea of PSO was first raised by J. Kennedy and R. Eberhart in 1995 [9]. PSO is an evolutionary 
computing algorithm inspired by nature and is based on repetition. The social behavioral of animals like 
birds and fish when they are together has been the inspiration source for this algorithm [10]. PSO, the 
same as other evolutionary algorithms, begins with a random matrix as a initial population. Unlike genetic 
algorithms (GA), normal PSO doesn’t have evolutionary operators like mutation and breeding. Each 
member of the population is called a particle. In fact, in the PSO algorithm a certain number of particles 
that are formed randomly make the initial values. There are two parameters for each particle, namely, 
position and velocity of the particle, which are defined by a space vector and a velocity vector, 
respectively. These particles form a pattern in an n-dimensional space and move to the desired value. The 
best position of each particle in the past and the best position among all particles are stored separately. 
According to the experience from the previous moves, the particles decide how to make the next move. In 
every iteration, all particles in the n-dimensional problem space move to an optimum point. In each 
iteration, the position and velocity of each particle can be modified according to the following equations: 

   1 1 2 2( 1) ( ) ( ) ( ) ( ) ( )
i ii i best i best iv t wv t C r p t x t C r g t x t     

                                                                                       (6) 

( 1) ( ) ( 1)i i ix t x t v t                                                                                                                                  (7) 

where n represents the dimension (1 ≤ n ≤ N), C1 and C2 are positive constants, generally considered 2.0. 
r1 and r2 are random numbers uniformly between 0 and 1; w is inertia weight that can be constant or 
defined by equation [11]. 

Equation (6) expresses that the velocity vector of each particle is updated ( ( 1)iv t ) and the new and 
previous values of the vector position ( ( )ix t ) create the new position vector ( ( 1)ix t ). In fact, the updated 

velocity vector affects both local and global values. The best response of the local positions is the best 
solution of the particle until current execution time (pbest) and the best global solution is the best solution 
of the entire particles until current execution time (gbest). 

Since PSO stay in local minimums of fitness function we use NPSO. In each iteration, as was said in 
PSO, global best particle and local best particle are computed. NPSO strategy uses the global best particle 
and local “worst” particle, the particle with the worst fitness value of the particle until current execution 
time [12]. It can be defined as:  
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   1 1 2 2( 1) ( ) ( ) ( ) ( ) ( )                                                                                    (8)
i ii i worst i best iv t wv t C r p t x t C r g t x t     

 

3.2. Artificial Bee Colony Algorithm 

ABC is one of the most recently defined algorithms proposed by Karaboga and Bastutk in 2006, is 
inspired by the intelligent behavior of honeybees. In the ABC algorithm, the colony of artificial bees 
contains three groups of bees: employed, onlookers and scouts. This algorithm has been shown at 9 steps 
as follows: 

 Initialize the population of solutions 
 Evaluate the population 
 Produce new solutions for the employed bees 
 Apply the greedy selection process 
 Calculate the probability values 
 Produce the new solutions for the onlookers 
 Apply the greedy selection process 
 Determine the abandoned solution for the scouts, and replace them with a new randomly produced 

solutions 
 Memorize the best solution achieved so far 

In this algorithm, first half of the colonies are selected as the employed artificial bees and the rest of them 
are chosen as the onlookers. For each food source, there is only one employed bee. In other words, the 
number of employed bees is equal to the number of food sources around the hive. Scout is an employed 
bee whose food source has been abandoned. Generally, the ABC algorithm consists of local and global 
searches to find an optimum answer in desired space. In this algorithm, the position of a food source 
represents a possible solution to the optimization problem and the nectar amount of a food source 
corresponds to the quality or fitness of the associated solution. The number of the employed or the 
onlooker bees is equal to the number of solutions in the population. An onlooker bee assesses the 
information of the nectar taken from all employed bees and selects a food source with a probability pi 
related to its fitness value [13]. 

1

i
i SN

n
n

fitp
fit






                                                                                                                                                 (9) 

where SN and fiti are the size of population and the fitness value of the solution i which is proportional to 
the nectar amount of the food source in the position i, respectively. In order to produce a candidate food 
position from the old one in memory, the ABC uses the following expression: 

)( kjijijijij xxxv                                                                                                                                 (10) 

where ij denotes a random number and selected between [-1,1] and k {1, 2,.., SN} and j{1,2,...,D} 

are randomly selected indexes. Each solution xi (i = 1, 2,..., N) is represented by a D-dimensional vector, 
where D denotes the number of parameters to be optimized and each parameter is real coded [13].  
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3.3. Bees Algorithm Optimization 

The BA which imitates the food foraging behavior of honey bee colony is a novel swarm-based search 
algorithm developed by D.T. Pham [14]. This algorithm is based on a kind of neighborhood search 
combined with random search and can be used for multi-objective optimization. The performance of this 
algorithm has been shown at 8 steps as follows: 

 Initialize population with random solutions 
 Evaluate fitness of the population 
 While (stopping criterion not met). Forming new population. 
 Select sites for neighborhood search. 
 Recruit bees for selected sites (more bees for best e sites) and evaluate finesses. 
 Select the fittest bee from each patch. 
 Assign remaining bees to search randomly and evaluate their fitnesses. 
 End While 

The optimization of DFCW with BA is summarized as follows: 

At the first step the initial phase are produced by random solution. Then, according to the equation (5) we 
evaluate the fitness function. In order to minimize the fitness function; It is sorted in descending form. 
Now the m sites and best sites (e out of m) are selected with respect to fitness. The recruited bees 
investigate the selected sites. New values are produced with this equation: 

( ) ( ( ) ) (2 ( ( ( ),1),1))u i x i ngh ngh rand size x i                                                                                     (11)  

According to new value, the new fitness function would be derived. After comparing this fitness with old 
fitness and repeating this cycle, the BA processing will be done [15]. 

4. Simulation Results 

In this section, according to the described optimization algorithm we can design many different lengths of 
sequences. However, in this paper we present only the correlation properties of sequences of the three 
code sequences with length N=128 and L=3. Tables 1, 2, 3 and 4 list the three code sequences with 
mentioned parameters for optimizing by PSO, NPSO, BA and ABC, respectively. By comparing Table 1 
and 2, it is realized that the performance of NPSO is better than PSO regarding the cross correlation and 
auto correlation. Also, comparison of Tables 2 and 4 shows that the performance of the NPSO is too 
much better than ABC. As can be seen in Tables 3 and 4, to design the CPs, applying of BA is better than 
ABC, while for designing the ASPs applying of ABC is better than BA. It should be mentioned that the 
best algorithms to design a CP and an ASP are BA and NPSO, respectively.    

Table 1. ASPs and CPs of the designed DFCW set with N= 128 and L=3 using PSO 
 CODE 1 CODE 2 CODE3 

CODE1 0.1229 0.069 0.075 

CODE2 0.069 0.1327 0.0735 

CODE3 0.075 0.0735 0.1186 
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Table 2. ASPs and CPs of the designed DFCW set with N= 128 and L=3 using NPSO 

 CODE 1 CODE 2 CODE3 

CODE1 0.1189 0.0641 0.0601 

CODE2 0.0641 0.1237 0.0573 

CODE3 0.0601 0.0573 0.1157 

 

Table 3. ASPs and CPs of the designed DFCW set with N= 128 and L=3 using BA 

 CODE 1 CODE 2 CODE3 

CODE1 0.3835 0.0561 0.0649 

CODE2 0.0561 0.3224 0.0573 

CODE3 0.0649 0.0573 0.3032 

 

Table 4. ASPs and CPs of the designed DFCW set with N=128 and L=3 using ABC 

 CODE 1 CODE 2 CODE3 

CODE1 0.1254 0.1896 0.1565 

CODE2 0.1896 0.1227 0.1676 

CODE3 0.1565 0.1676 0.1657 

 

5. Conclusions 

MIMO radars can track the target from different angles and it is very important in detection and 
recognition of the objects in space. In order to enable separation of the information from the targets, the 
transmitted signal must be orthogonal. This paper has presented an effective approach to design an 
orthogonal code for the MIMO radars by using four evolutionary algorithms, namely, PSO, NPSO, BA 
and ABC. This approach demonstrates desirable ASPs and CPs. The simulation results have shown the 
different abilities of these algorithms. For this application, NPSO has optimized the ASPs and CPs better 
than PSO and ABC. In order to design acceptable CPs, BA is better than the other algorithms, while for 
designing the ASPs application of NPSO is better than those of others. It should be mentioned that all of 
them are attractive optimization algorithms in order to solve this problem with different L and N but they 
may best perform in different applications. 
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