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Abstract 
          The Smoluchowski's equation as a partial differential equation models the diffusion 
and binary coagulation of a large collection of tiny particles. The mass parameter, indexed 
either by positive integers, or positive real’s, corresponds to the discrete or continuous 
form of the equations. In this article, we try to use the Adomian's decomposition method 
(ADM) to approximate the solution of the homogeneous Smolochowski's equation with 
different kernels. Some test problems have been included to show the accuracy of the 
method. 
 
Keywords:  Adomian's  decomposition method, the homogeneous Smoluchowski's 
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   1.   Introduction. 
 It is a common practice in statistical mechanics to formulate a microscopic model with 
simple dynamical rules in order to study a phenomenon of interest. In a colloid, a 
population of comparatively massive particles is agitated by the bombardment of much 
smaller particles in the ambient environment; the motion of the colloidal particles may 
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then be modeled by Brownian motion [8,9]. Smoluchowski's equation provides a 
macroscopic description for the evolution of the cluster densities in a colloid whose 
particles are prone to binary coagulation. Smoluchowski's equation comes in two flavors: 
discrete and continuous. In the discrete version, the cluster mass may take values in the set 
of positive integers, whereas, in the continuous version, the cluster mass take values in ℝ+. 
Writing 𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡) for the density of clusters (or particles) of size 𝑛𝑛 this density evolves 
according to 

 

  
𝜕𝜕𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡)

𝜕𝜕𝑡𝑡
= 𝑑𝑑(𝑛𝑛)∆𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡) + 𝑄𝑄+

𝑛𝑛(𝑓𝑓)(𝑥𝑥, 𝑡𝑡) − 𝑄𝑄−𝑛𝑛 (𝑓𝑓)(𝑥𝑥, 𝑡𝑡) ;        𝑥𝑥 ∈ ℝ𝑑𝑑   
 

where  

 𝑄𝑄+
𝑛𝑛(𝑓𝑓)(𝑥𝑥, 𝑡𝑡) = ∫ 𝛽𝛽(𝑚𝑚,𝑛𝑛 −𝑚𝑚)𝑓𝑓𝑚𝑚𝑓𝑓𝑛𝑛−𝑚𝑚𝑑𝑑𝑚𝑚

𝑛𝑛
0    ,    𝑄𝑄−𝑛𝑛(𝑓𝑓)(𝑥𝑥, 𝑡𝑡) = 2∫ 𝛽𝛽(𝑚𝑚,𝑛𝑛)𝑓𝑓𝑚𝑚𝑓𝑓𝑛𝑛𝑑𝑑𝑚𝑚

∞
0                                                    (1) 

In which 𝑑𝑑(𝑛𝑛)∆𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡) and 𝑄𝑄+
𝑛𝑛 (𝑓𝑓)(𝑥𝑥, 𝑡𝑡) − 𝑄𝑄−𝑛𝑛(𝑓𝑓)(𝑥𝑥, 𝑡𝑡) are respectively diffusion and coagulation parts in 

the case of the continuous Smoluchowski's equation and 𝛽𝛽(𝑚𝑚,𝑛𝑛) is considered as a function of the 
parameters 𝛼𝛼(𝑚𝑚,𝑛𝑛) (the microscopic coagulation rate), 𝑑𝑑(𝑚𝑚) and 𝑑𝑑(𝑛𝑛). In the discrete case, the 
integrations given in (1) are replaced with summations. In [8] and [9], the discrete Smoluchowski's 
equation is derived as a microscopic model of coagulating Brownian particles. In this paper we 
consider the continuous homogenous Smoluchowski's equation. The main purpose of this study is 
to approximate the solution of continuous homogenous Smoluchowski's equation in which the 
main technical tool is the Adomian's decomposition method. To our knowledge the problem, so far, 
has not been considered via ADM and other methods have been performed for only constant 
kernels [13]. However, the issue of more complicated kernels, which so far have been remained 
unsolved, will be investigated in our future studies. Let us consider the homogenous 
Smoluchowski's equation without diffusion part: 
𝜕𝜕
𝜕𝜕𝑡𝑡
𝑓𝑓(𝑥𝑥, 𝑡𝑡) = 1

2
𝑁𝑁1(𝑓𝑓)(𝑥𝑥, 𝑡𝑡) − 𝑁𝑁2(𝑓𝑓)(𝑥𝑥, 𝑡𝑡)                                                                                                                                                        

where 
𝑁𝑁1(𝑓𝑓)(𝑥𝑥, 𝑡𝑡) = ∫ 𝑘𝑘(𝑥𝑥 − 𝑦𝑦,𝑦𝑦)𝑓𝑓(𝑥𝑥 − 𝑦𝑦, 𝑡𝑡)𝑓𝑓(𝑦𝑦, 𝑡𝑡)𝑑𝑑𝑦𝑦   𝑥𝑥

0                                                                                                                                    
and 
𝑁𝑁2(𝑓𝑓)(𝑥𝑥, 𝑡𝑡) = ∫ 𝑘𝑘(𝑥𝑥,𝑦𝑦)𝑓𝑓(𝑥𝑥, 𝑡𝑡)𝑓𝑓(𝑦𝑦, 𝑡𝑡)𝑑𝑑𝑦𝑦∞

0                                                                                                                                                     
where 𝑁𝑁1(𝑓𝑓) and 𝑁𝑁2(𝑓𝑓) are nonlinear parts in view of ADM. In the next section, we show how ADM 
works well. 
 
2.  The Decomposition Method [3] 
 
Eq. (1) may be written in the operator form:  

 𝐿𝐿𝑓𝑓 = 𝑁𝑁1(𝑓𝑓) − 𝑁𝑁2(𝑓𝑓),     𝑓𝑓(𝑥𝑥, 0) = 𝑓𝑓(𝑥𝑥)                                                                                                                (2) 

and the differential operator 𝐿𝐿 is  

 𝐿𝐿 = 𝜕𝜕
𝜕𝜕𝑡𝑡

(. )                                                                                                                                                                                                      

 The inverse operator 𝐿𝐿−1 is an integral operator given by  
𝐿𝐿−1(. ) = ∫ (. )𝑑𝑑𝑡𝑡  𝑡𝑡

0                                                                                                                                                                                        
 Applying 𝐿𝐿−1 upon both sides of (2) and using the initial condition, we find     
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𝑓𝑓(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥, 0) + 𝐿𝐿−1 �1
2
𝑁𝑁1(𝑓𝑓) − 𝑁𝑁2(𝑓𝑓)�                                                                                                           (3) 

According to the Adomian's decomposition method the unknown function 𝑓𝑓(𝑥𝑥, 𝑡𝑡) can be 
written as  
 𝑓𝑓(𝑥𝑥, 𝑡𝑡) = ∑ 𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡) ∞

𝑛𝑛=0                                                                                                                                                                             
Substituting (2) into the functional equation (3) yields 
 ∑ 𝑓𝑓𝑛𝑛∞

𝑛𝑛=0 (𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥) + 𝐿𝐿−1 �1
2
∑ 𝐴𝐴𝑛𝑛∞
𝑛𝑛=0 − ∑ 𝐵𝐵𝑛𝑛∞

𝑛𝑛=0 �                                                                                                                     
where 𝑓𝑓0,𝑓𝑓1, … , 𝑓𝑓𝑛𝑛  are Adomian's polynomials and the components 𝐴𝐴𝑛𝑛 ,𝐵𝐵𝑛𝑛 ′s will be 
determined recurrently as: 
 𝐴𝐴𝑛𝑛 = 1

𝑛𝑛 !
𝑑𝑑𝑛𝑛

𝑑𝑑𝜆𝜆𝑛𝑛
[𝑁𝑁1(∑ 𝜆𝜆𝑖𝑖𝑓𝑓𝑖𝑖∞

𝑖𝑖=0 )]𝜆𝜆=0,   𝐵𝐵𝑛𝑛 = 1
𝑛𝑛 !

𝑑𝑑𝑛𝑛

𝑑𝑑𝜆𝜆𝑛𝑛
[𝑁𝑁2(∑ 𝜆𝜆𝑖𝑖𝑓𝑓𝑖𝑖∞

𝑖𝑖=0 )]𝜆𝜆=0  ;  𝑛𝑛 = 0, 1, 2, …                                                                               

It is well known that these polynomials can be constructed for all classes of nonlinearity in view of 

the algorithms set by Adomian[3] and recently developed by different alternative approaches 

[15,14]. Thus, we have     

𝑓𝑓0(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥, 0),   𝑓𝑓𝑛𝑛+1(𝑥𝑥, 𝑡𝑡) = 𝐿𝐿−1 �1
2
𝐴𝐴𝑛𝑛 − 𝐵𝐵𝑛𝑛�  ;    𝑛𝑛 = 0, 1, 2, …                                                                                            

Note that the first few components of 𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡) follow immediately upon setting [1]:             
𝑓𝑓0(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥),   

 𝑓𝑓1(𝑥𝑥, 𝑡𝑡) = 𝐿𝐿−1 �
1
2
𝐴𝐴0 − 𝐵𝐵0�, 

 𝑓𝑓2(𝑥𝑥, 𝑡𝑡) = 𝐿𝐿−1 �1
2
𝐴𝐴1 − 𝐵𝐵1� , ….                                                                                                                                                              

It is, in principle, possible to calculate more components in the decomposition series to 
enhance the approximation and recursively determine more terms of the 
series ∑ 𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡)∞

𝑛𝑛=0 ; hence the solution 𝑓𝑓(𝑥𝑥, 𝑡𝑡) is readily obtained in a series form as:  
 𝜑𝜑𝑛𝑛(𝑥𝑥, 𝑡𝑡) = ∑ 𝑓𝑓𝑘𝑘(𝑥𝑥, 𝑡𝑡);    𝑛𝑛 ≥ 0   ∞

𝑘𝑘=0                                                                                                                          (4) 

where lim𝑛𝑛→∞ 𝜙𝜙𝑛𝑛 = 𝑓𝑓(𝑥𝑥, 𝑡𝑡) [8,9]. 

Moreover, the decomposition method series (4) solutions generally converge very rapidly in real 

physical problems [4]. The convergence of decomposition series have investigated by several 

authors [5, 7, and 11], in which they have obtained some results about the speed of convergence of 

ADM applicable in linear and nonlinear functional equations. 

3.   Applications 

In this section, the method is applied to some numerical examples. 

Example 3.1.  Let us examine the homogenous Smoluchowski's equation subject to the 
initial condition [7]  
 𝑓𝑓(𝑥𝑥, 0) = 𝑒𝑒−𝑥𝑥                                                                                                                                                   
(5) 
Now, consider the equation (3) subject to initial condition (5) with 𝑘𝑘(𝑥𝑥,𝑦𝑦) = 𝑥𝑥 ∗ 𝑦𝑦 and 𝑓𝑓(𝑥𝑥) = 𝑒𝑒−𝑥𝑥 . In 
Figures 1, we demonstrate the approximate solutions with different ranges of x and  t .  
Applying the inverse operator 1L−  on both sides of (2) and using the decomposition series, one gets 
 
∑ 𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒−𝑥𝑥  + 1

2
𝐿𝐿−1�∫ (𝑥𝑥 − 𝑦𝑦)𝑦𝑦(∑ 𝜆𝜆𝑛𝑛𝑓𝑓𝑛𝑛(𝑥𝑥 − 𝑦𝑦, 𝑡𝑡)∞

𝑛𝑛=0 )(∑ 𝜆𝜆𝑛𝑛𝑓𝑓𝑛𝑛(𝑦𝑦, 𝑡𝑡)∞
𝑛𝑛=0 )𝑑𝑑𝑦𝑦 −𝑥𝑥

0
�∞

 𝑛𝑛=0                        
(6) 
                           −∫ �𝑥𝑥𝑦𝑦(∑ 𝜆𝜆𝑛𝑛𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑡𝑡)∞

𝑛𝑛=0 )(∑ 𝜆𝜆𝑛𝑛𝑓𝑓𝑛𝑛(𝑦𝑦, 𝑡𝑡)∞
𝑛𝑛=0 )𝑑𝑑𝑦𝑦]  ∞

0  
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Proceeding as before, the Adomian's decomposition method [3, 2, and 6] gives the 
recurrence relations: 

𝑓𝑓0(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒−𝑥𝑥 , 
 𝑓𝑓1(𝑥𝑥, 𝑡𝑡) = 1

12
𝑥𝑥3𝑒𝑒−𝑥𝑥𝑡𝑡 − 𝑥𝑥𝑒𝑒−𝑥𝑥𝑡𝑡, ….                                                                                                                  

(7) 
where 𝐴𝐴𝑛𝑛 ,𝐵𝐵𝑛𝑛  ′s are Adomian's polynomials that represent the nonlinear terms, given by 

𝐴𝐴0 = �(𝑥𝑥 − 𝑦𝑦)𝑦𝑦𝑒𝑒−𝑥𝑥+𝑦𝑦𝑒𝑒−𝑦𝑦𝑑𝑑𝑦𝑦,
𝑥𝑥

0

 

𝐴𝐴1 = 1
1!

𝑑𝑑
𝑑𝑑𝜆𝜆 ∫ (𝑥𝑥 − 𝑦𝑦)𝑦𝑦 �𝑒𝑒−𝑥𝑥+𝑦𝑦 + 𝜆𝜆 �1

2
(𝑥𝑥 − 𝑦𝑦)𝑒𝑒−(𝑥𝑥−𝑦𝑦)𝑡𝑡 − 𝑒𝑒−(𝑥𝑥−𝑦𝑦)𝑡𝑡�� �𝑒𝑒−𝑦𝑦 + 𝜆𝜆 �1

2
𝑦𝑦𝑒𝑒−𝑦𝑦𝑡𝑡 −𝑥𝑥

0

𝑒𝑒−𝑦𝑦𝑡𝑡�� 𝑑𝑑𝑦𝑦, …. 

𝐵𝐵0 = �𝑥𝑥𝑦𝑦𝑒𝑒−𝑥𝑥𝑒𝑒−𝑦𝑦𝑑𝑑𝑦𝑦,
∞

0

 

𝐵𝐵1 = 1
1!

𝑑𝑑
𝑑𝑑𝜆𝜆 ∫ 𝑥𝑥𝑦𝑦 �𝑒𝑒−𝑥𝑥 + 𝜆𝜆 �1

2
𝑥𝑥𝑒𝑒−𝑥𝑥𝑡𝑡 − 𝑒𝑒−𝑥𝑥𝑡𝑡�� �𝑒𝑒−𝑦𝑦 + 𝜆𝜆 �1

2
𝑦𝑦𝑒𝑒−𝑦𝑦𝑡𝑡 − 𝑒𝑒−𝑦𝑦𝑡𝑡��∞

0 𝑑𝑑𝑦𝑦, ….                               
(8) 
Now in view of (5-8), the solution in series form is 

𝑓𝑓(𝑥𝑥,𝑦𝑦) =  𝑒𝑒−𝑥𝑥 +
1

12
𝑥𝑥3𝑒𝑒−𝑥𝑥𝑡𝑡 − 𝑥𝑥𝑒𝑒−𝑥𝑥𝑡𝑡 +

1
360

𝑥𝑥4𝑡𝑡2𝑒𝑒−𝑥𝑥(𝑥𝑥2 − 30) −
1

12
𝑡𝑡2𝑒𝑒−𝑥𝑥𝑥𝑥2(𝑥𝑥2 − 12) + ⋯ 

In Figures 1, we demonstrate the approximate solutions with different ranges of 𝑥𝑥  and 𝑡𝑡. 
 

 
Fig 1.The approximation solution of Example 3.1.   

 
Example 3.2.  Let us examine the homogenous Smoluchowski's equation subject to the 
initial condition  
𝑓𝑓(𝑥𝑥, 0) = 𝑒𝑒−𝑥𝑥   with kernel 𝑘𝑘(𝑥𝑥,𝑦𝑦) = 𝑥𝑥 + 𝑦𝑦. After calculations, we have  

𝑓𝑓(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒−𝑥𝑥 +
1
2
𝑥𝑥2𝑒𝑒−𝑥𝑥𝑡𝑡 − 𝑒𝑒−𝑥𝑥(𝑥𝑥 + 1)𝑡𝑡 +

1
6
𝑥𝑥2𝑡𝑡2𝑒𝑒−𝑥𝑥(𝑥𝑥2 − 3𝑥𝑥 − 6)

−
1
2
𝑡𝑡2𝑒𝑒−𝑥𝑥(𝑥𝑥3 − 𝑥𝑥2 − 6𝑥𝑥 − 2) + ⋯  
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Fig 2. The approximation solution of Example 3.2. 

 
 

Example 3.3.  Let us examine the homogenous Smoluchowski's equation subject to the 
initial condition  
𝑓𝑓(𝑥𝑥, 0) = 𝑒𝑒−𝑥𝑥   with kernel 𝑘𝑘(𝑥𝑥,𝑦𝑦) = 𝑥𝑥 − 𝑦𝑦. After calculations, we have 
𝑓𝑓(𝑥𝑥,𝑦𝑦) = 𝑒𝑒−𝑥𝑥 − 𝑒𝑒−𝑥𝑥(𝑥𝑥 − 1)𝑡𝑡 + 𝑥𝑥(𝑥𝑥 − 2)𝑒𝑒−𝑥𝑥𝑡𝑡2 + ⋯ 

 
Fig 3. The approximation solution of Example 3.3. 

 
Example 3.4.  Let us examine the homogenous Smoluchowski's equation subject to the 
initial condition  
𝑓𝑓(𝑥𝑥, 0) = 𝑒𝑒−𝑥𝑥   with kernel 𝑘𝑘(𝑥𝑥,𝑦𝑦) = 𝑥𝑥

𝑦𝑦
. After calculations, we have 

𝑓𝑓(𝑥𝑥,𝑦𝑦) = 𝑒𝑒−𝑥𝑥 .  
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Fig 4. The approximation solution of Example 3.4. 

 
Example 3.5.  Let us examine the homogenous Smoluchowski's equation subject to the 
initial condition  
𝑓𝑓(𝑥𝑥, 0) = sin(𝑥𝑥)  with kernel 𝑘𝑘(𝑥𝑥,𝑦𝑦) = 𝑥𝑥 ∗ 𝑦𝑦. After calculations, we have 

𝑓𝑓(𝑥𝑥,𝑦𝑦) = sin(𝑥𝑥) +
1
8

sin(𝑥𝑥) 𝑡𝑡 −
1
8
𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥(𝑥𝑥)𝑡𝑡 −

1
24

cos(𝑥𝑥) 𝑥𝑥3𝑡𝑡.  

 
Fig 5. The approximation solution of Example 3.5. 

 
Example 3.6.  Let us examine the homogenous Smoluchowski's equation subject to the 
initial condition  
𝑓𝑓(𝑥𝑥, 0) = cos(𝑥𝑥)  with kernel 𝑘𝑘(𝑥𝑥,𝑦𝑦) = 𝑥𝑥 ∗ 𝑦𝑦. After calculations, we have 

𝑓𝑓(𝑥𝑥,𝑦𝑦) = cos(𝑥𝑥) +
1
8

sin(𝑥𝑥) 𝑡𝑡 −
1
8
𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥(𝑥𝑥)𝑡𝑡 +

1
24

cos(𝑥𝑥) 𝑥𝑥3𝑡𝑡.  
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Fig 6. The approximation solution of Example 3.6. 

 
Example 3.7.  Let us examine the homogenous Smoluchowski's equation subject to the 
initial condition  
𝑓𝑓(𝑥𝑥, 0) = cos(𝑥𝑥)  with kernel 𝑘𝑘(𝑥𝑥,𝑦𝑦) = 𝑥𝑥 + 𝑦𝑦. After calculations, we have 

𝑓𝑓(𝑥𝑥,𝑦𝑦) = cos(𝑥𝑥) +
1
4

 𝑥𝑥 sin(𝑥𝑥) 𝑡𝑡 +
1
4

cos(𝑥𝑥)𝑥𝑥2𝑡𝑡.  

 
Fig 7. The approximation solution of Example 3.7. 

 
Example 3.8.  Let us examine the homogenous Smoluchowski's equation subject to the 
initial condition  
𝑓𝑓(𝑥𝑥, 0) = sin(𝑥𝑥)  with kernel 𝑘𝑘(𝑥𝑥,𝑦𝑦) = 𝑥𝑥 + 𝑦𝑦. After calculations, we have 

𝑓𝑓(𝑥𝑥,𝑦𝑦) = sin(𝑥𝑥) +
1
4

 𝑥𝑥 sin(𝑥𝑥) 𝑡𝑡 −
1
4

cos(𝑥𝑥) 𝑥𝑥2𝑡𝑡.  
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Fig 8. The approximation solution of Example 3.8. 

 
 
 
4.  Conclusions 

In this paper, we presented a numerical scheme for solving the continuous homogenous 
Smoluchowski's equation with different kernels involving at most two variables 𝑥𝑥 and 𝑦𝑦. 
We have approximated 𝑓𝑓(𝑥𝑥, 𝑡𝑡) by the Adomian's polynomials. Numerical results show high 
accuracy of the method as [10].   
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