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Abstract
Malaria research and mathematical models have mainly concentrated on malaria Plasmodium at the blood stage. This

has left many questions concerning models of parasite dynamics in the liver and within the mosquito. These concerns are
anticipated to keep scientists busy trying to understand the biology of the parasite for some more years to come. Thorough
knowledge of parasite biology helps in designing appropriate drugs targeting particular stages of Plasmodium. To achieve
this, there is need to study the transmission dynamics of malaria and the interaction between the infection in the liver, blood
and mosquito using a mathematical model. In this study, a within-host mathematical model is proposed and considers the
dynamics of P. falciparum malaria from the liver to the blood in the human host and then to the mosquito. Several techniques,
including center manifold theory and sensitivity analysis are used to understand relevant features of the model dynamics like
basic reproduction number, local and global stability of the disease-free equilibrium and conditions for existence of the endemic
equilibrium. Results indicate that the infection rate of merozoites, the rate of sexual reproduction in gametocytes, burst size of
both hepatocytes and erythrocytes are more sensitive parameters for the onset of the disease. However, a treatment strategy
using highly effective drugs against such parameters can reduce on malaria progression and control the disease. Numerical
simulations show that drugs with an efficacy above 90% boost healthy cells, reduce infected cells and clear parasites in human
host. Therefore more needs to be done such as research in parasite biology and using highly effective drugs for treatment of
malaria. c©2017 All rights reserved.
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1. Introduction

Malaria is one of the old diseases that has remained a threat to human and animal populations [2, 19].
The disease continues to be one of the leading killer of humans worldwide especially in children under 5
years of age [70]. In 2012, 3.4 billions of people were at risk of malaria worldwide. Out of the estimated
207 million registered cases, 627,000 were confirmed dead [70]. Approximately 91% of the confirmed
death were from the African region and 85% were children under 5 years of age [70]. This makes malaria
one of the most serious health challenges.

Malaria is caused by a single-celled genus Plasmodium transmitted by a female anopheles
mosquito [26]. It can also be transmitted via blood transfusions, organ transplants, the shared use of
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needles or syringes contaminated with blood and from a mother to her fetus acquired during foetal
development or at birth [10]. There are five parasite species of the genus Plasmodium (phylum Api-
complexa) that infect humans: Plasmodium vivax, Plasmodium ovale, Plasmodium malarie, Plasmodium
falciparum and Plasmodium knowlesi [18, 60]. Of the five species of malaria parasite, severe disease and
deaths are overwhelmingly attributed to Plasmodium falciparum. It attacks both the young and old red
blood cells. Next in the queue is Plasmodium vivax [11, 47, 53].

The symptoms of malaria appear in 10 to 14 days after a bite from an infectious mosquito. This
coincides with the bursting of infected mature red blood cells called erythrocytes. These cells contain
haemoglobin that carries oxygen to the body tissues [30]. Malaria typically produces a string of recur-
rent attacks, or paroxysms, each of which has three stages. The first stage is shaking chills, followed by
fever, and then sweating. Along with chills, the person is likely to have headache, lassitude, abdomi-
nal discomfort, muscular pains, occasional nausea, vomiting, and diarrhea. After this stage, the body
temperature rises and the skin feels hot and dry. The body temperature falls, sweating begins and the
person feels tired, weak and is likely to fall asleep [69]. For severe and complicated malaria, symptoms
such as splenomegaly, anemia, cerebral malaria, respiratory distress syndrome, acute renal failure, and
in particular, convulsions may arise [47]. Unfortunately, in Africa, such symptoms are rarely associated
with malaria and are frequently thought to be of supernatural or spiritual origin [1, 42, 47].

The development of malaria Plasmodium is a complex process [25, 28, 29, 37, 39, 46] involving multiple
stages which can be broken down into: sexual (sporogonic) and asexual stages which take place in
the anopheles mosquitoes and in the humans respectively. The asexual stage involves exo-erythrocytics
stage in the liver and erythrocytic stage in the blood. The parasites then exploit and feed on host cell
resources like haemoglobin, causing acute haemolysis resulting into a condition known as blackwater
fever. There is also indirect damage caused by release of toxic materials that trigger a chain of events
like changes in capillary permeability, production of pharmacologically active peptides and anoxic anoxia
[25, 41, 43, 51, 54, 67]. This constitutes triggers the infected hepatocyte cells and the host counter-attacks
by initiating defense programs aimed at eliminating the parasite or the infected cell. To survive, parasites
must be able to successfully control their host hepatocyte [46]. At this stage, sporozoites undergo a
process of remarkable growth, replication and asexual transformation into trophozoite form that produce
tens of thousands of infectious red blood cells and haploid merozoites called schizonts.

The schizonts remain in a dormant state for the case of Plasmodium vivax and Plasmodium ovale and
it can persist in the liver and cause relapses by invading the blood stream at later stages [5, 13]. The liver
stage is the most intractable and clinically inactive stage of the Plasmodium life cycle and it is experi-
mentally inaccessible. The infected hepatocyte cells rupture when the parasites are fully developed and
about 30,000 merozoites are released into the bloodstream [27]. In the bloodstream both the erythrocytes
and the merozoites are in motion and their chance of meeting is high. The merozoites invade and infect
erythrocytes. The invasion is a complex but extremely rapid process.

The parasites use the erythrocytes as sites of asexual replication by remodelling them. At this stage,
they develop into defined ring trophozoite and schizont stages. They replicate to produce 16 to 32 daugh-
ter new merozoites during egress. The egress of Plasmodium falciparum involves a sudden increase in
intracellular pressure together with biochemical changes that destabilize the infected cell cytoskeleton
and these combine to promote an explosive event effectively dispersing the merozoites [29]. The free
merozoites that are released are able to recognize, attack, invade and re-infect more new cells in the blood
[17].

The process of infection is very rapid, short and highly efficient because the antigens on the surface of
extracellular form of the parasite are particularly vulnerable to immune attack [30]. At the stage of infec-
tion, all the classic clinical symptoms of malaria paroxysms defined by intense chills, fever, and sweating
arise. The frequency of paroxysms can vary depending on the speed of asexual replication and erythro-
cytes bursting. Plasmodium vivax, Plasmodium malariae, and Plasmodium ovale can all cause relapses;
specifically, Plasmodium malariae can persist for decades before manifesting any symptoms. Plasmod-
ium falciparum which is the main species of study can infect erythrocytes in any stage of erythrocyte
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development and can lead to an entire bloodstream being infected and far more frequent paroxysms than
infections with other Plasmodium species [12].

The sexual forms of the parasite come about when some intra-erythrocytic blood stages develop and
differentiate into male (microgamete) or female (macrogamete) gametocytes [59]. The gametocytes are
either ingested by the mosquito into its gut or soon die and are removed by the human immune sys-
tem. Within the mosquito, the male microgametes which are short lived penetrate rapidly and fertilise
female macrogametes generating diploid zygotes [41]. Malaria parasites at this stage are hermaphrodites
hence capable of self-fertalisation and cross-fertalisation in the presence of other clones [61]. The zygotes
transform via an intermediate retort-form into ookinetes that surround a dense surface coat that provide
protection against mosquito midgut digestive protease. Ingested asexual erythocytic-stage parasite and
any gametocytes that have failed to transform into relatively resistant ookinete stage are also digested
[57]. The ookinetes transform and develop into sedentary spherical oocystes [7, 63]. In each oocyst, DNA
replication and protein synthesis is up regulated for asexual amplification. They grow in number and
release subsequent sporozoites by budding [35]. The sporozoites penetrate and invade the mosquito’s
salivary gland secretory cavities [45].

During blood meal feeding, an anopheles mosquito injects a small proportion out of the hundreds of
sporozoites into the human host during salivation discharge through the proboscis [6, 26]. The inoculation
of sporozoites into a new human host perpetuates the malaria life cycle. Once a mosquito is infected with
the parasite, it stays that way for the rest of its life and is capable of infecting every susceptible host it
bites [58]. This can lead to the disease onset, morbidity and death in the susceptible population. This
would threaten Millennium Development Goals of reducing transmission of infection to other new healthy
humans or mosquitoes, treating malaria to cure the infection, prevent progression to severe disease,
prevent death and neurological deficit [70].

The discovery of drugs targeting either liver or sexual stage parasites faces even greater gaps in knowl-
edge. The liver stage is clinically silent, intractable and the infected individuals remain asymptomatic in
this stage. Moreover, at this stage, the parasite load is still low and the hepatocytes have in contrast to
erythrocytes the capacity to present antigens to stimulate immune system, a factor ideal for treatment to
control malaria progress [64].

In the case of asexual blood stage parasites, associated with clinical symptoms and the related mor-
tality, WHO recommends use of combination therapy. These help to reduce infectious reservoir, prevent
emergence and check on the rising threat of resistance to available drugs and to reduce the intolerable
burden of malaria [69]. Some antimalarial therapies have been developed and classified as:

(i) Liver schizontocides;

include drugs for radical cure and prohylaxis such as 8-aminoquinolines and folate inhibitors. They
suppress merozoites emerging from the liver.

(ii) Blood schizontocides;

act on the erythrocytes forms of the Plasmodium during asexual intra-erythrocytic stage e.g. Artimisinins,
Quinolines-methanols (e.g. quinine and mefloquine), folate inhibitors which make easier the synthesis of
folate (e.g. dapsone) and Atovaquone which affect mitochondrial function.

(iii) Causal prophylatic drugs;

used for chemoprophylaxis and they block link between exoerythrocytic stage and erythrocytic stage by
killing and suppressing parasite densities when they emerge from the liver to prevent malaria attack. Such
drugs include arteminin derivatives, chloroquine, lumefantrine, and doxycyline, and they are usually
given in combination. These can also be given to individuals who intend to move to an area where
malaria is endemic, one week before entering the area.
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(iv) Gametocytic inhibitors;

prevent transmission of parasite into mosquitoes and diminish the human reservoir of the disease. Such
drugs include; pyrimethamine which has a potent sporontocidal action, primaquine which appears to act
upon the gametocytes and also acts on the secondary exoerythrocytic liver schizonts that are responsible
for relapse in symptoms of malaria that appear each other day due to Plasmodium vivax and Plasmodium
ovale [1, 33, 54, 67].

At the blood stage, research has also successively identified several processes, such as hemoglobin
degradation and heme detoxification, folate biosynthesis, and protein synthesis in the apicoplast, as ef-
fective targets for therapeutic intervention. This has lead to the development of different classes of drugs
such as 4-aminoquinolines and the quinolinemethanols with their model of action concentrated inside
the acidic digestive vacuole, where they are believed to bind β-hematin and interfere with heme detox-
ification. The falcipain inhibitors target cysteine proteases that participate in hemoglobin degradation
in the digestive vacuole. Antibiotics such as azithromycin, doxycycline, and clindamycin act inside the
chloroplast-like plastid organelle, where they inhibit protein translation, resulting in the death of the
progeny of drug-treated parasites. Atovaquone and other selected compounds inhibit electron transport
in the mitochondrion, whereas antifolates disrupt biosynthesis of folate in the cytosol [32]. If control
programmes are to focus more on mortality and morbidity than on sheer incidence and prevalence, then
this constitutes a challenge to develop malaria with-in host mathematical models that define the dynam-
ics and the features of interaction between malaria parasites and the infected cells during the course of
malaria parasites inside the body of the hosts.

Several mathematical malaria models have been formulated and studied at in-host levels with sig-
nificant results towards evolution of malaria. The model by Anderson [3] which provides the basis for
blood-stage Plasmodium falciparum has been extended in many directions to understand in-host behav-
iors of parasite. [39, 68], modified this model which lacked synchronicity to explain malaria dynamics
like a per cycle multiplication rate and periodicity of malaria through the 3-compartments of red blood
cells, infected red blood cells, and the merozoites. Many authors including: [4, 36, 38, 41, 47, 55] have
interesting results in understanding the in-host modeling of immune response to malaria. In the work
by Kamangira [44], modeled immune response and or drug intervention at the asexual blood stage of
Plasmodium falciparum. Other scholars like Tumwiine and Forouzannia [24, 65] studied age compart-
mental models and used the system of age-structured partial equations integrated over age to a system of
delay differential equations. While Nannyonga [52] considered the severe case of malaria and the results
showed that malaria parasites can be absorbed in already infected red blood cells, causing faster rapture
of cells and can lead anenia. However, all these scholars are limited to asexual blood stage of Plasmodium
falciparum. In this study, we formulate a more detailed model to study the interaction of malaria parasite
in sexual and asexual stages during its life cycle, i.e., we combine liver stage, blood stage and mosquito
stage malaria into one mathematical model. Our goal is to study the interacting components in the entire
complex malaria cycle through a mathematical model and carry out sensitivity analysis to determine pa-
rameters that drive the disease. We incorporate treatment at blood stage as control strategy on the most
sensitive parameters and determine whether or not using our model, malaria can be greatly reduced in
human host.

2. Model formulation

We develope a model that represents the dynamics of susceptible healthy hepatocytes X(t), infected
hepatocytes Y(t), sporozoites in the infected liver S(t), susceptible healthy erythrocytes Z(t), infected
erythrocytes W(t), merozoites in the blood M(t), gametocytes in the mosquito G(t) and oocysts in the
mosquito C(t) at time t.

In constructing the model we assume the following in Subsection 2.1.
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2.1. Assumptions
(i) The susceptible hepatocytes are recruited at a constant rate and have a natural life expectancy.

(ii) The susceptible hepatocytes are infected at a rate proportional to the number of sporozoites inocu-
lated into the liver from the mosquito.

(iii) The susceptible erythrocytes are recruited at a constant rate from the bone marrow and have a
natural life expectancy.

(iv) The susceptible erythrocytes are infected at a rate proportional to their density in the blood.

(v) The released merozoites can either suffer from death naturally or successfully infect the erythrocytes.

(vi) Gametocytes in the human host are non-invasive and non-infective that their dynamics is ignored
at human stage.

(vii) Susceptible mosquitoes repeatedly bite infected humans and they are capable of biting more sus-
ceptible humans hence initiating a new malaria cycle to new individuals in the community.

Figure 1: Model schemata for parasite dynamics. The dotted lines without arrows indicate cell-parasite interaction and dotted
lines with arrows show the release of parasites from a bursting cell. The solid lines show progress from one class to another.

The transmission dynamics of malaria is summarised in the compartmental diagram in Figure 1.
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2.2. Parameters
The parameters used in the formulation of the model as indicated in Figure 1 are described as follows:

λh: Recruitment rate of susceptible hepatocytes in the liver.

λe: Recruitment rate of the susceptible erythrocytes from the bone marrow.

β: Rate of infection of the hepatocyte by sporozoite.

ω: Rate of infection of the erythrocyte cells by merozoite.

µ1: Natural death rate of hepatocyte cells.

µ2: Death rate of infected hepatocyte cells.

µ3: Natural death rate of erythrocyte cells.

µ4: Death rate of infected erythrocyte cells.

δ1: Per capita death rate of the sporozoite in the liver.

δ2: Per capita death rate of merozoites.

δ3: Per capita death rate of gametocytes.

δ4: Per capita death rate of oocysts.

r1: The average number of merozoites produced per bursting infected hepatocyte cell.

r2: The average number (burst size) of parasites produced per bursting infected erythrocyte.

ρ: Differentiation rate of the asexual form parasite that transform into gametocyte at the blood stage.

σ: The rate at which the gametocytes are ingested from the human host into the mosquito during the
blood meal.

φ: Rate at which the sporozoites are injected into the human host from the mosquito during a blood
meal.

κ: Rate of sexual reproduction in gametocytes to produce oocysts.

θ: Budding rate of infectious sporozoites from mature oocysts.

r3: A proportion of the mosquito resident sporozoites inoculated into the human host during blood
feeding.

ε1: The drug efficacy or probability with which the blood schizontocides control the interaction and
infection between erythrocytes and merozoites.

ε2: The drug efficacy or probability with which the blood schizontocides inhibit erythrocytic parasites
including merozoites emerging from the liver.
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2.3. The equations of the proposed model
Putting the above description and assumptions of the dynamics of malaria together with treatment

parameters ε1 and ε2, gives the following equations of the model:

dX
dt

= λh − µ1X−βXS,

dY
dt

= βXS− µ2Y,

dS
dt

= φr3θC− δ1S−βXS,

dZ
dt

= λe − µ3Z− (1 − ε1)ωMZ,

dW
dt

= (1 − ε1)ωMZ− µ4W,

dM
dt

= (1 − ε2)r1µ2Y − δ2M−ωMZ+ (1 − ρ)(1 − ε2)r2µ4W,

dG
dt

= σρr2µ4W − δ3G,

dC
dt

= κG− δ4C− θC.

(2.1)

2.4. Positivity analysis
For the malaria model to be biologically meaningful, it is important to show that the feasible solution

set is positively-invariant set of the model.

Theorem 2.1. The region Ω ⊂ R8
+ is positively invariant with respect to the system of equations (2.1) and a

non-negative solution exists for all time 0 < t <∞.

Proof. If ε1=ε2 = 0 and X(0) = X0 > 0, Y(0) = Y0 > 0, Z(0) = Z0 > 0, S(0) = S0 > 0, W(0) = W0 >

0, M(0) = M0 > 0, G(0) = G0 > 0, C(0) = C0 > 0 are the positive initial conditions, the solutions
X(t), Y(t),Z(t),S(t),W(t),M(t),G(t) and C(t) of system (2.1) are all positive for all t > 0 and if not, let
there exist a time tr such that X(tr)=0, X

′
(tr) 6 0, and X(t) > 0, Y(t) > 0, Z(t) > 0, S(t) > 0, W(t) >

0, M(t) > 0, G(t) > 0 and C(t) > 0 for 0 < t < tr. Suppose there exists a time tm such that S(tm) = 0,
S
′
(tm) 6 0, and X(t) > 0, Y(t) > 0, Z(t) > 0, S(t) > 0, W(t) > 0, M(t) > 0, G(t) > 0 and C(t) > 0

for 0 < t < tm. This approach was also used by Magombedze [49]. It follows from equations (2.1) of the
system that

dX(tr)

dt
= λh − µ1X(tr) −βX(tr)S(tr),

= λh > 0,

which is a contradiction. For the latter case, equation (2.1) gives

dS(tm)

dt
= φr3θC(tm) − δ1S(tm) −βX(tm)S(tm),

= φr3θC(tm) > 0.

This is true if C(tm) = 0 or C(tm) > 0 and it follows that the solutions X(t) > 0 and S(t) > 0 are
positive at any given time. Similarly, it can be shown that the variables Y(t), Z(t), W(t), M(t), G(t) and
C(t) remain positive for all t > 0. Thus the solutions of the system of equations (2.1) remain positive for
all t > 0.
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2.5. Existence of equilibrium points
The disease-free and the endemic equilibria are obtained by setting the rates of change or the left

hand side of the equations of the system (2.1) to zero. Setting all the infected classes, that is, Y = S =
W = M = G = C = 0, when ε1=ε2 = 0 and solving the resulting system at steady state, gives the

disease-free equilibrium DFE as E0 =

(
λh
µ1

, 0, 0,
λe

µ3
, 0, 0, 0, 0

)
. Expressing the endemic equilibrium point

explicitly in only the parameters of the model is mathematically intractable. The components of the
endemic equilibrium point (X∗, Y∗,Z∗,S∗,W∗,M∗,G∗,C∗) are related through the following equations:

X∗ =
δ3λh(δ4 + θ)(δ1µ1 +βλh)(µ3 +ωM

∗)

µ1µ3δ3(δ4 + θ)(δ1µ1 +βλh) + (δ3(δ4 + θ)(δ1µ1 +βλh) +βκφθρr2r3λe)M∗
,

Y∗ =
φθρµ1µ4κωr2r3βλeλhM

∗

µ1µ2µ4δ3(δ4 + θ)(δ1µ1 +βλh) +βκρθr2r3µ1µ4ωλeM∗
,

S∗ =
φθρµ1µ4κωr2r3λeM

∗

δ3µ4(δ4 + θ)(δ1µ1 +βλh)(µ3 +ωM∗)
,

Z∗ =
λeµ3µ4

µ3µ4(µ3 +ωM∗)
,

W∗ =
ωλeM

∗

µ4(µ3 +ωM∗)
,

M∗ =
r1µ2µ3Y

∗ + µ4µ3(1 − ρ)r2W
∗

µ3δ2 +ωλh −ωµ4W∗
,

G∗ =
σρr2µ4ωλeM

∗

δ3µ4(µ3 +ωM∗)
,

C∗ =
σρr2µ4ωλeM

∗

δ3µ4(µ3 +ωM∗
.

2.6. The basic reproduction number R0

The within-host basic reproduction number (R0) of malaria Plasmodium is defined as the average
number of secondary infected hepatocytes and infected erythrocytes caused by a single infective agent
of malaria Plasmodium introduced in a population of purely susceptible hepatocytes and erythrocytes at
disease-free equilibrium point. To analyze the stability of the disease free equilibrium point, we compute
the basic reproduction number R0 for the model by applying the next generation operator approach by
Driessche and Watmough [21]. We obtain

R0 =
1
2

.

(1 − ρ)r2ωλe

µ3δ2 +ωλe
+

√(
(1 − ρ)r2ωλe

µ3δ2 +ωλe

)2

+ 4
(

r1µ4ωλe

µ2(µ3δ2 +ωλe)

)(
r3θκφρσr2βλh

δ3(δ4 + θ)(µ1δ1 +βλh)

) .

According to Driessche and Watmough [21], to develop a meaningful definition, the terms in R0 can
be interpreted as:

(i) R1 =
r1µ4ωλe

µ2(µ3δ2 +ωλe)
is the expected number of secondary infection of erythrocytes in the blood

caused by merozoites released from a single bursting infected hepatocyte cell in the liver. This

shows that there exists a critical value rc1 =
µ2(δ2µ3 +ωλe)

µ4ωλe
of merozoites from the liver above

which the infection will progress to the blood stage and vice versa.

(ii) R2 =
(1 − ρ)r2ωλe

µ3δ2 +ωλe
is the expected number of newly secondary infections due to re-infection caused

by new daughter merozoites released from a single bursting infected erythrocyte. rc2 =
µ4r

c
1

µ2
is the
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critical value of daughter merozoites from the blood above which the infection will persist in the
blood and vice versa.

(iii) R3 =
r3θκφρσr2βλh

δ3(δ4 + θ)(µ1δ1 +βλh)
is the expected number of secondary infections of the hepatocytes

of the liver caused by sporozoites. The terms in R3 show that the number of new infections in
the liver depend on the number of gametocytes originally from the blood stage and the number

of sporozoites in the mosquito, where
δ3(δ4 + θ)

r2ρσ
is the critical number of gametocytes introduced

into the mosquito from the blood and rc3 =
(δ1µ1 +βλh)

θκφβλh
is apportion of the mosquito’s resident

sporozoite introduced into the liver above which the infection will persist in the liver.

2.7. Local stability of DFE point E0

The local stability of the disease-free equilibrium points can be established by showing that all the
eigenvalues of the Jacobian matrix of the linearized system [1] evaluated E0 are negative and is based on
the following theorem:

Theorem 2.2. The disease free equilibrium E0 of the system (2.1) is locally asymptotically stable in Ω if R0 < 1 and
unstable, if R0 > 1, where R0 is the reproduction number.

Proof. The Jacobian matrix J at the disease-free equilibrium point is obtained as

J(E0) =



−µ1 0 −β
λh
µ1

0 0 0 0 0

0 −µ2 β
λh
µ1

0 0 0 0 0

0 0 −δ1 −β
λh
µ1

0 0 0 0 φr3θ

0 0 0 −µ3 0 −ω
λe

µ3
0 0

0 0 0 0 −µ4 ω
λe

µ3
0 0

0 r1µ2 0 0 (1 − ρ)r2µ4 −(δ2 +ω
λe

µ3
) 0 0

0 0 0 0 σρr2µ4 0 −δ3 0
0 0 0 0 0 0 κ −(δ4 + θ)



.

By inspection, two of the eigenvalues are −µ1 and −µ3. The remaining six eigenvalues are obtained
by solving the characteristic polynomial of a 6× 6 block matrix below∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

−µ2 β
λh
µ1

0 0 0 0

0 −δ1 −β
λh
µ1

0 0 0 φr3θ

0 0 0 ω
λe

µ3
0 0

r1µ2 0 (1 − ρ)r2µ4 −(δ2 +ω
λe

µ3
) 0 0

0 0 σρr2µ4 0 −δ3 0
0 0 0 0 κ −(δ4 + θ)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= 0.

The characteristic polynomial is given implicitly as;

y6 + a1y
5 + a2y

4 + a3y
3 + a4y

2 + a5y+ a6 = 0,
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where,

a1 = µ3 + µ4 − δ1 + δ2 + δ3 − δ4 − θ+
ωλe

µ3
,

a2 = µ2δ3 + (1 − δ1 − δ4 − θ)(δ3 + µ3) − (ωλeµ3
− µ4 − δ1)(δ4 + θ) − δ1,

a3 = (δ1 + δ4 + θ)(δ3 + µ3)(
ωλe

µ3
− µ4) − (1 + δ1 + δ4 + θ)µ2δ3,

a4 = ((δ1 + δ4 + θ)(δ3 + µ2) + δ1(δ4 + θ) − δ3µ2) (
ωλe(1 − ρ)r2µ4

µ3
+ µ4(δ2 +ω

λe

µ3
))+

((δ1 + δ4 + θ)µ2δ3 − δ1(δ4 + θ)(δ3 + µ2)) (µ4 + (δ2 +ω
λe

µ3
)) + δ1(δ4 + θ)µ3 − 2δ1,

a5 = δ2
1µ3(δ4 + θ)(µ4 + δ2 +

ωλe

µ3
) + ((δ1 + δ2 + θ)δ3µ2 + δ1(δ4 + θ)(µ2 − δ3))

ωλe(1 − ρ)r2µ4

µ3

−(δ1(δ4 + θ)(µ2 + δ3) − (2δ1 + δ4 + θ)µ3δ3) − µ4(δ2 +ω
λe

µ3
),

a6 = δ2
1(δ4 + θ)µ4ωλe + δ1δ3µ2(δ4 + θ)

ωλe(1 − ρ)r2µ4

µ3
.

By using the Routh-Hurwitz stability criterion, the steady state associated with the characteristic
polynomial is stable, if and only if the determinants of all the Hurwitz matrices are positive, that is,
Det(Hj) > 0, j = 1, 2, · · · ,k. The Hurwitz matrices of the characteristic polynomial are:

H1 = (a1), H2 =

(
a1 1
a3 a2

)
, H3 =

 a1 1 0
a3 a2 a1
a5 a4 a3

 , H4 =


a1 1 0 0
a3 a2 a1 1
a5 a4 a3 a2
0 a6 a5 a4

 ,

H5 =


a1 1 0 0 0
a3 a2 a1 1 0
a5 a4 a3 a2 a1
0 a6 a5 a4 a3
0 0 0 a6 a5

 , H6 =



a1 1 0 0 0 0
a3 a2 a1 1 0 0
a5 a4 a3 a2 0 0
0 a6 a5 a4 a3 0
0 0 0 a6 a5 0
0 0 0 0 0 a6

 .

The Routh-Hurwitz criterion applied to the characteristic polynomial requires that ai > 0 for all
i = 1, 2, · · · , 6 and

a1a2a3a4a5 + a6a
3
3 + a

2
1a3a4a6+a

2
1a2a5a6 + 2a1a4a

2
5 + a2a3a

2
5

− a2
3a4a5 − 2a1a3a5a6 − a1a2a6a

2
3 − a

2
1a

2
4a5 − a1a

2
2a

2
5 − a

3
5 > 0.

Numerically using model parameter values, gives a1 = 5.700,a2 = 33.0961,a3 = 18.8028,a4 =
3402.3,a5 = 5372.2 and a6 = 244.0913, affirms that ai > 0 for all i = 1, 2, · · · , 6. Therefore the condi-
tion above is greater than zero if:

a1a2a3a4a5 + a6a
3
3 + a

2
1a3a4a6 + a

2
1a2a5a6 + 2a1a4a

2
5 + a2a3a

2
5 > a

2
3a4a5 + 2a1a3a5a6

+ a1a2a6a
2
3 + a

2
1a

2
4a5 + a1a

2
2a

2
5 + a

3
5.

This condition implies that all the eigenvalues are negative and R0 < 1, hence the disease-free equilib-
rium point is locally asymptotically stable.
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2.8. Global stability of DFE point E0

According to Castillo-Chavez [14], two conditions guarantee global asymptotic stability of the disease-
free state. Consider the transformation of system (2.1) into

dM

dt
= F(M,N),

dN

dt
= G(M,N), G(M,N) = 0,

(2.2)

where M = (X,Z),M ∈ R2 denotes uninfected populations of the cells and N = (Y,S,W,M,G,C),
N ∈ R6 denotes the infectious classes. E0 = (M∗, 0) represents the disease-free equilibrium of system
(2.2). The following two conditions guarantee global asymptotic stability.

(i) for
dM

dt
= F(M, 0), M∗ is globally asymptotically stable.

(ii) G(M,N) = DzG(M
∗, 0)N− Ĝ(M,N), Ĝ(M,N) > 0, for (M,N) ∈ Ω,

where DzG(M∗, 0) is an M-matrix (the off diagonal elements are nonnegative) and is also the Jacobian of

G(M,N) taken in (Y,S,W,M,G,C) and evaluated at M∗ =
(
λh
µ1

, 0, 0,
λe

µ3
, 0, 0, 0, 0

)
. If system (2.2) satisfies

the conditions (i) and (ii) above, then according to Castillo-Chavez [14] the following theorem holds.

Theorem 2.3. The equilibrium point E0 = (M∗, 0) of system (2.1) is globally asymptotically stable if R0 6 1 given
that conditions (i) and (ii) are satisfied.

Proof. From (2.2), the two functions F(M,N) and G(M,N) are given by

F(M,N) =

(
λh − µ1X−βXS,
λe − µ3Z−ωMZ.

)
,

G(M,N) =



βXS− µ2Y

φr3θC− δ1S−βXS
ωMZ− µ4W

r1µ2Y − δ2M−ωMZ+ (1 − ρ)r2µ4W

σρr2µ4W − δ3G,
κG− δ4C− θC.

 .

We then consider the reduced system
dM

dt
= F(M, 0) from condition (i),

F(M, 0) =

{
λh − µ1X,
λe − µ3Z.

(2.3)

M∗ =

(
λh
µ1

,
λe

µ3

)
is globally asymptotically stable for the reduced system (2.3). The first equation of

system (2.3) gives X(t) =
λh
µ1

+

(
X(0) −

λh
µ1

)
e−µ1t, which approaches

λh
µ1

as t → ∞. Similarly from the

second equation of system (2.3), Z(t) =
λe

µ3
+

(
Z(0) −

λe

µ3

)
e−µ3t, which approaches

λe

µ3
as t → ∞. Note

that this asymptomatic dynamics is independent of the initial conditions in Ω. Therefore, convergence
of the solutions of system (2.3) is global in Ω. We compute for G(M,N) = DzG(M

∗, 0)N− Ĝ(M,N) and
show that Ĝ(M,N) > 0.
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DzG(M
∗, 0) =



−µ2 βX0 0 0 0 0
0 −δ1 −βX0 0 0 0 φr3θ

0 0 −µ4 ωZ0 0 0
r1µ2 0 (1 − ρ)r2µ4 −δ2 −ωZ0 0 0

0 0 σρr2µ4 0 −δ3 0
0 0 0 0 κ −δ4 − θ

 ,

Ĝ(M,N) =
(

0 0 0 0 0 0
)T = 0.

Thus all terms of Ĝ(M,N) are zeros which are non-negative, that is to say Ĝ(M,N) = 0 hence Theorem
2.3 holds.

3. Sensitivity analysis of R0

The sensitivity analysis is performed to quantify the effects of change in the model parameters of R0
and to determine the relative importance of different parameters. It helps to understand which malaria
Plasmodium interferes with treatment. The normalized forward sensitivity index approach by Kungaro
[48] is used to quantify the effect of change in the model parameters. Due to the limited availability of
literature and data especially at the liver and mosquito stages, the qualitative predictions of our model is
dependent on estimating some of the parameter values.

Table 1: Parameter values of model, their source and indices:

Parameter Range of values References indices
λh 3× 108cells/ml/day Mota et al. (2001) [51] 0.0600
λe 2.5× 108cells/ml/day Austin et al. (1998) [4] 0.7931
β 4.0× 10−9/sporozoite/day Estimated 0.0600
ω 2.0× 10−10/merozoite/day Dondorp et al. (2000) [19] 0.7931
µ1 0.0022-0.0067/day Mota et al. (2001) [51] -0.0600
µ2 2/day Estimated -0.0824
µ3 0.0083/day Anderson et al. (1989) [2, 3] 0.7107
µ4 0.24/day Chiyaka et al. (2010) [16] 0.0824
δ1 48/day Estimated -0.0600
δ2 48/day Austin et al. (1998) [4] -0.7931
δ3 0.06/day Hellriegel (1992) [36] -0.0824
δ4 0.071-0.143/day Howells and Davies,(1971) [40] -0.0028
r1 16/hepatocyte/day Estimated 0.0824
r2 16/erythrocyte/day Chiyaka et al. (2010) [16] 1
r3 10-100/mosquito/bite Hall and Fauci, (2009) [34] 0.0824
σ 0.833/mosquito/bite Esteva et al. (2009) [22] 0.0824
κ 0.01-0.05/gametocyte/day Gouagna et al. (2004)[31] 0.4240
θ 2/day Estimated 0.0824
ρ 0.5 dimensionless Drodorp et al. (2000) [19] -0.7527
φ 0.181/mosquito/bite Esteva et al. (2009) [22] 0.0824

It is observed that r2 is the most sensitive parameter. This is because the released daughter mero-
zoites re-infect the erythrocytes in the blood and contribute to malaria progression. Other positively
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sensitive parameters to the progression of the disease are: ω, λe, r1, r3,σ,φ, κ,µ4, λh,β, θ. The sensitiv-
ity indices of the remaining model parameters to R0 are negatives and they have no effect on the on-
set of the infection. In order to have 1% decrease in the value of R0, it is necessary to decrease the
value of r2,ω, λe, r1, r3,σ,φ, κ,µ4, λh,β or θ by 1%, 0.7931%, 0.7931%, 0.0824%, 0.0824%, 0.0824%, 0.0824%,
0.0824%, 0.0824%, 0.0600%, 0.0600%, or 0.0028% respectively. While in order to have 1% decrease in the
value of R0, it is necessary to increase the value of δ4, µ1, δ1,µ2, δ3,µ3, ρ and δ2 by 0.0028%, 0.0600%,
0.0600%, 0.0824%, 0.0824%, 0.7107%, 0.7527%, and 0.7931% respectively. This means that increasing pa-
rameters with positive indices enhances malaria progression while increasing parameters with negative
indices results in low values of R0 and reduces malaria propagation. This suggests that suppressing the
numbers of parasite populations r2 and r1 as well as reducing the infection rate ω, helps to reduce the
value of R0.

4. Treatment effects

The blood schizontocides inhibit the interaction between erythrocytes and merozoites, they block the
link between exo-erythrocytic and erythrocytic stage hence suppressing merozoites from the liver and
those within the blood stream. The infection rate of erythrocytes reduces to (1− ε1)ω and the merozoites
from the liver are suppressed at a rate (1 − ε2)r1, while the burst size of infected erythrocytes becomes
(1 − ε2)r2. Using the next generation method, the treatment reproduction number Rε of system (2.1) in
the presence of blood antimalarials is obtained as

Rε =
1
2

.
(1 − ρ)(1 − ε1)(1 − ε2)r2ωλe

µ3δ2 + (1 − ε1)ωλe

+
1
2

.

√(
(1 − ρ)(1 − ε1)(1 − ε2)r2ωλe

µ3δ2 + (1 − ε1)ωλe

)2
+ 4

(
(1 − ε1)(1 − ε2)r1µ4ωλe

µ2(µ3δ2 + (1 − ε1)ωλe)

)(
r3θκφρσ(1 − ε1)r2βλh
δ3(δ4 + θ)(µ1δ1 +βλh)

) .

Given ε1, ε2 ∈ [0, 1], the blood stage treatment is a perfect treatment if ε1 = ε2 = 1 and totally ineffective
if ε1 = ε2 = 0. If the reproduction number Rε under treatment is less than one, then Rε < R0. There is
clearance of the malaria parasites, reduction in infectious reservoirs, malaria can be greatly reduced. The
treatment is useless if Rε = R0 and efficacy is equal to zero. The condition Rε < 1 is necessary to guarantee
that the system is locally asymptotically stable.

Theorem 4.1. The disease free equilibrium with treatment effects of blood schizontocides exists and is locally asymp-
totically stable if Rε < 1 and unstable if Rε > 1.

Proof. A partial differentiation of Rε with respect to ε1 and ε2, gives

∂Rε

∂ε1
= −

(
(1 − ε2)τ1(1 + (1 − ε2)τ2)

1/2 +
1
2

.
τ3(1 + (1 − ε2)τ2)

1/2τ4

τ5(1 + (1 − ε2)τ2)1/2

)
< 0,

∂Rε

∂ε2
= −

(
(1 − ε1)τ1(1 + τ2)

1/2 +
1
2

.
τ2τ6

(1 + (1 − ε2)τ2)1/2

)
< 0,

where

τ1 =
(1 − ρ)ωλer2

2(δ2µ3 + (1 − ε1)ωλe)
, τ2 =

4r1r3θκσφρ(δ2µ3 + (1 − ε1)ωλe)

δ3ωλe(δ4 + θ)(1 − ρ)2 ,

τ3 =
(1 − ε1)(1 − ε2)

2r3r2θκσφρω
2λe

(δ2µ3 + (1 − ε1)ωλe)2 , τ4 =
4r1r3θκσφρλe

δ3λe(δ4 + θ)(1 − ρ)2 ,

τ5 = 2(δ2µ3 + (1 − ε1)ωλe) + (1 − ε1)(1 − ε2)ωλe(1 − ρ)2ω2r3,

τ6 =
(1 − ε1)(1 − ε2)(1 − ρ)ωλer2

2(δ2µ3 + (1 − ε1)ωλe)
.
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This means that Rε decreases as ε1 and ε2 increase. Rε < 1 < R0 whenever the partial derivatives
∂Rε

∂ε1
and

∂Rε

∂ε2
are less than zero. It is also evident that treatment is 100% effective as ε1 and ε2 approach

1. Therefore, a highly effective drug administered to infected individuals in the asymptomatic stage can
lead to effective disease control if limRε → 0 and Rε < 1.

5. Numerical analysis

The numerical simulations of disease-free, and endemic equilibrium points are performed to establish
long term effects. Parameter values used in the simulations are given in Table 1.

5.1. Simulations in absence of malaria Plasmodium
Figure 2 shows the disease-free dynamics of uninfected hepatocytes X(t) in the liver and uninfected

erythrocytes Z(t) in the blood.

Figure 2: Simulations of disease-free equilibrium, using µ1 = 0.0067.

In Figure 2, the results do not depend on the initial values and in the absence of malaria, the susceptible
hepatocytes in Figure 2 (a) and erythrocytes in Figure 2 (b) increase exponentially.

5.2. Simulations of endemic dynamics of malaria
The simulations show the progression of malaria Plasmodium at the three different stages.
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Figure 3: Simulation of the malaria Plasmodium progressions during the liver, blood and mosquito stages.

In Figure 3 (a)-(h), there is a sharp fall in the level of healthy hepatocytes in Figure 3 (a) in the liver
due to infection, which is consistent with results in [19, 38, 52, 65, 66]. The density of sporozoites in Figure
3 (c) and infected hepatocytes in Figure 3 (b) rise. However, the density of healthy hepatocytes falls to
a value below which sporozoite growth cannot be sustained. There is also a corresponding decline in
sporozoites as well as infected hepatocytes. The body mechanism in an attempt to replace infected cells,
trigger the recruitment of more hepatocytes. When the new recruited hepatocytes are sufficient enough for
sporozoite invasion and growth, there is again a renewed slight rise in sporozoite and infected hepatocyte
levels. There is also a corresponding decline in the healthy hepatocyte level. The dynamics in the liver
occurs faster in the initial stages upon invasion and infection during the first 5-14 days, the period for full
development of malaria parasites before they are released into the blood stream [45].
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In Figure 3 (d)-(f), the dynamics of invasion and infection in the blood is faster during the first 5 days.
This period captures the 48 hours life span of infected erythrocytes which concurs with Tumwiine [66]. In
Figure 3 (d), erythrocytes decline sharply followed by a corresponding rise in merozoites in Figure 3 (e)
and infected erythrocyte in Figure 3 (f). However, when the population density of erythrocytes declines
below a level which cannot sustain parasite growth, merozoites and infected erythrocytes populations fall
exponentially towards an endemic equilibrium state. Consequently, new erythrocytes are recruited by an
erythropoiesis process [62] and their levels rise again. The in vivo processes in the blood take 8-10 days
of serious dynamics and there after slow changes are noticed in the densities towards the stable endemic
equilibrium.

The gametocyte population increases during ingestion of the erythrocytic blood meal as shown in
Figure 3 (g). The gametocytes just reproduce oocysts sexually and themselves do not die in the process,
thus contributing to maintenance of their high population. The gametocytes also increase because it is
assumed that mosquitoes repeatedly bite the infected individual and in the process more gametocytes are
recruited. The progression of the parasites eventually initiates other cycles in the susceptible population
through mosquito bites. However, gametocytes decline due to natural death.

The population of the oocysts falls as shown in Figure 3 (h) because only 5% of the gametocytes are
responsible for their reproduction [9]. Some factors like natural death and death during budding out
of sporozoites also reduce their population. Nevertheless, the oocysts are relatively resistant to midgut
digestive protease [57] and during development, they multiply in number [7] because of self-fertalisation
and cross-fertalisation [61], hence a justification for the observed rise in their levels exhibited in Figure 3
(h). In the mosquito, the dynamics occurs faster in the first 6-9 days, which is in agreement with Baton
[8], who observed eight days of sexual stage Plasmodium falciparum.

5.3. The cell and parasite population dynamics for the 3 stage complete cycle
The dynamics in each of the 3 stages and the approximated time malaria parasites take to fully develop

before transmission to the next stage are shown below.

Figure 4: Simulation of the malaria Plasmodium progressions during the liver, blood and mosquito stages using parameter
values in Table 1.

In Figure 4 (a), malaria parasite takes 10 to 15 days after a mosquito bite for symptoms to show up in
the blood [30]. This time includes a 2 days life span of infected erythrocyte, the time merozoites take in
the infected erythrocytes [65] while gametocytes take 1 to 3 days [58]. This gives an average of 10 days
the parasite spends in the liver. The dynamics in the blood is considered for 5 days and about 14 days
of parasite dynamics including development within the mosquito [8]. The explanation of the trends of
these curves are the same as those explained in Figure 3 (a)-(h). The endemic equilibrium point (EEP)
is an indication that the individual may live with malaria parasites in equilibrium with erythrocytes and
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hepatocytes. In Figure 4 (b), the EEP is attained after a period of about 150 days and it is consistent
with the observations of Nannyonga [52]. In Figure 4 (b) between 50 and 100 days, malaria dynamical
processes slow down and there is minimal significant changes in the levels of various parasites and cells
as they tend to the steady state. Moreover it is assumed that there is always new infected mosquitoes that
repeatedly bite the individual to continue the cycle to naive individuals. The body mechanisms maintain a
low-grade and a generally asymptomatic parasitemia [20] and provide protection against new infections.

The protection is evidence of a lower risk of clinical disease, as indicated by the absence of illness
(fever) in the presence of malaria parasites due to their lower densities that cause no malaria morbidity. In
this period which starts from 50 to 100 days after infection, majority of infected adults in an endemic area
rarely experience overt disease. They go about their daily routines of school, work, and household chores
feeling essentially healthy despite a population of parasites in their blood that would almost universally
prove lethal to a malaria-naive visitor [20] and this would cause morbidity to such a visitor. Therefore,
it can be noted that an individual living in a malaria endemic area stays at the equilibrium point with
different proportions of the steady states of various parasites and cells without causing morbidity.

5.4. Simulations for treatment effects in the blood

Figure 5: Simulations for treatment effects in the blood in presence of drugs with efficacies lying between 60% and 100%.

In the presence of blood drugs, the number of healthy erythrocytes shown in Figure 5 (a) increases
with an increase in drug effectiveness to an approximate value corresponding to the disease-free state.
The population of infected erythrocytes in Figure 5 (b) declines to lower values when drugs of high
efficacy are used. However, different drugs of different efficacies give almost the same benefit after 20
days of treatment. In Figure 5 (c), the highly effective drugs clear the parasites faster than those of
low efficacy. After 2 to 3 days, the same treatment benefits are realized. The average number of new
infections shown in Figure 5 (d), increases when the rate of interaction ω between the merozoites and
erythrocytes increases. When R0 > 1, the endemicity increases to a stable endemic equilibrium [15] if
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there are no more new infections. In the presence of treatment with different efficacies, R0 decreases to
very low values less than one especially whenever drug efficacies are increased to values more than 90%.
In Figure 5 (d), the maximum infection rate reached is 0.1 beyond which no more infection is noticed.
In the presence of highly effective drugs (above 0.9), the model exhibits a forward bifurcation whenever
R0 < 1. Hence equilibrium point reached is a disease-free equilibrium point. Therefore, the disease can
be greatly reduced and can disappear from the populations.

6. Discussion, conclusion and recommendation

6.1. Discussion
A proposed mathematical model of within host dynamics of malaria life cycle has been studied. The

formulated model was a modification of a study by Anderson [3]. The modification included connection
of exo-erythrocyte cycle in liver, erythrocyte cycle in blood and sporogonic cycle within the mosquito. The
study also incorporated the effects of treatment with the main focus on the blood stage. The positivity
and existence of the system’s solutions have been presented and the analysis of the model has showed
that solutions exist. In the absence of treatment parameters, the model yielded a within-host reproduction
number R0 from which the most effective control strategies in assessing treatment effects in the blood were
deduced.

The results in this study show that the disease-free equilibrium state is locally and globally sta-
ble whenever R0 < 1 and unstable whenever R0 > 1. These results are in agreement with those in
[44, 52, 65, 66]. The local stability was determined using eigenvalue analysis and the Routh-Hurwitz sta-
bility criterion. The approach by Castillo-Chavez [14] was used to guarantee the global stability of DFE.
The center manifold theory [15] was used and the endemic equilibrium was found to be locally asymp-
totically stable. It was noted that some of the sensitive parameters causing the onset of infection were
ω, λe, r1, r2, r3,σ, ρ,φ, κ and θ. However, the number of merozoites released into the blood from infected
hepatocytes of the liver r1 , the burst size r2 of infected erythrocytes in the blood, and the rate of infection
ω of erythrocytes by the merozoites were more sensitive, and this was in line with the findings of Kaman-
gira [44]. In this study r1 and κ were significant parameters in the successful invasion and persistence of
malaria. The sensitivity of these parameters leads to the progression of the disease which debilitates the
the host’s immunity [42]. The progression can cause death if no treatment strategy is involved.

The simulations of the model without treatment showed that infected hepatocytes, sporozoites, in-
fected erythrocytes, merozoites and gametocytes first increase and decline towards a steady endemic
state. The healthy hepatocytes, and healthy erythrocytes reduce and then increase towards a steady
endemic state. The simulations with treatment showed that the number of susceptible erythrocytes in-
creased whenever the rate of effectiveness increased. The number of infected erythrocytes and merozoites
reduced whenever the rate of effectiveness increased.

The treatment strategy with high rate of drug efficacy helped to reduce the reproduction number to
a value less than unity and this concurred with the findings of Kamangira [44]. Therefore, it is better to
suppress the merozoites population which serves as a way of eradicating the disease at blood stage. These
results are in agreement with those in [3, 23, 28, 34, 35, 44] who accessed the impact of chemotherapy and
biological control measures on the parasite growth focussing on the erythrocytic cycle of malaria. It is
suggested that the effectiveness of chemotherapy and biological measures inversely related to the life-
expectancy of the targeted stage in the parasite’s development cycle.

6.2. Conclusions
The model adds more details to the complex malaria life cycle and highlights the interaction features

in within-host malaria infection. It is therefore necessary to combine all the stages of malaria Plasmodium
in order eradicate malaria. The model is biologically realistic and can be used to check the transmission
dynamics of malaria and the effects of treatment.
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However, there were challenges which were experienced in the course of carrying out this research.
Due to insufficient data and literature, some of the parameters were estimated. These estimates in some
cases did not portray the reality of the malaria dynamics. Hence understanding parasite biology in the
liver and within the mosquito is highly desirable.

6.3. Recommendations
According to Millennium Development Goals (4) and (6) which are to combat HIV/AIDs, malaria and to
reduce child mortality [10], it is imperative that the following recommendations be considered in order to
combat malaria:

(i) There is need for further research to enable better understanding of parasite biology. Therefore ade-
quate investment in basic biological and clinical research investigations of the malaria Plasmodium
life cycle especially detecting the parasites at the liver stage is recommended. This would help to
provide knowledge needed for identification of new targets, strategies, and development of suc-
cessful new drugs to combat the increasing burden of malaria especially in the initial stages in the
liver.

(ii) To improve on the existing treatment against blood stage malaria Plasmodium, a malaria therapy
with high efficacy drugs should be maintained.
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