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Abstract

This research investigates novel synchronization criteria for uncertain mixed-delay complex-valued neural networks (CVNN5)
using distributed delayed flexible impulsive control (DDFIC). To cope with the mixed delays, we offer a novel distributed de-
layed flexible impulsive differential inequality that incorporates the average impulsive distributed delay and average impulsive
interval. In addition, new synchronization requirements for linear matrix inequalities (LMIs) are developed for the proposed
CVNN:s using the Lyapunov function and Jensen’s inequality. The DDFIC gains are also determined by solving the LMIs. Lastly,
we include simulation examples to exemplify the proposed criteria, and to illustrate the effectiveness of the DDFIC through
diagrammatic representations.
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1. Introduction

Neural networks (NNs) have gained extensive acknowledgment from the global scientific community
due to its substantial applications in diverse domains including image processing, computing parallelism,
pattern recognition, signal processing, and associative memory. CVNNSs possess more sophisticated at-
tributes due to its complex-valued states, weights of connections, output values, and activation functions.
Furthermore, CVNNSs could solve various problems that real-valued NNs cannot, including the symmetry
detection problem, so highlighting their improved computational capacity and performance [4, 5, 9, 13].
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1.1. Background

The chaos in networks is marked by their unpredictable and highly sensitive behavior, where small
changes in initial conditions can produce dramatically different outcomes. Certain parameters and time
delays in CVNNSs can create chaos, causing the system to behave in a complicated and unpredictable way,
making synchronization a challenging task [7, 8, 30, 40, 46]. Synchronization is essential for neural net-
works, as numerous CVNNs depend on synchronous behavior to function efficiently. As a consequence,
the scientific community has given considerable attention to research on the synchronization of delayed
CVNN:Ss [27, 56].

To establish an accurate and obvious synchronization criteria for CVNNSs, proper control mechanisms
should be chosen. In general, various popular control strategies are employed to synchronize two related
or dissimilar chaotic systems, including adaptive control [1, 21, 50], pinning control [45, 51], coupling
control [22], feedback control [2, 34], sample-data control [19], impulsive control [23, 38], event-triggered
control [3, 12, 57], and so on. Because of its desirable properties, like simplicity, effectiveness, and flexi-
bility, the impulsive control technique has been thoroughly and widely analyzed by various experts from
various domains. For instance, in [11], the authors conducted an investigation into the fixed-time synchro-
nization results for delayed CVNNs under impulsive control, as well as its application in image encryp-
tion. In [37], the authors analyzed stability criteria for discrete-time distributed delayed CVNNs based
on impulsive effects. In [16], the authors analyzed synchronization criteria for delayed CVNNs based on
hybrid impulses effects. The synchronization results for delayed CVNNs systems with impulsive control
were discussed in [6, 25, 33], while exponential synchronization (ES) of delayed memristor-based CVNNs
under impulsive control was investigated in [20].

On the other hand, time delays in impulses are unavoidable, as evidenced by the NNs” dependency on
both the past and present states, as well as the restricted sampling speed and communication of impulsive
information. Basically, delayed impulses are of two kinds: synchronizing impulses and de-synchronizing
impulses [28, 48, 59]. The majority of current efforts on the control problem of impulsive dynamical
NNs solely consider how impulses rely on the current positions of the NNs. Nonetheless, there are
numerous real-world uses for delayed impulses, such as in financial systems, communication security, and
population dynamics. Consequently, when investigating impulsive systems, delayed impulses should be
considered. For example, the authors of [15, 35, 47, 55] analyzed the exponential stability (ES) of delayed
chaotic NNs and CVNNSs based on delayed impulsive control. In [17, 36, 39, 52, 58], the authors analyzed
ES exponential stability for mixed delay CVNNs based on delayed impulses. However, the impulsive
delays considered in the previous studies are assumed to occur at fixed times. In [24, 32, 41-44], the
authors examined the ES results of delayed NNs at random time points.

1.2. Motivation and the key contributions

The delayed impulsive control mentioned above involves specific past states, but it can also happen as
distributed ones. Distributed delayed impulsive control is yet another kind of delayed impulsive control,
could be used to synchronize the NN effectively. Few studies have used distributed delayed impulsive
control, such as [14, 29, 49], which examined ES and lag synchronization of delayed NNs using this
method. In the preceding discussions, the distributed time delays in impulses are regarded as fixed and
have restricted upper bounds. However, these distributed time delays may also be flexible. In [18, 31], the
authors examined synchronization results for delayed real-valued and complex-valued NNs using flexible
impulsive control and delay-dependent flexible impulsive control, respectively, without accounting for
distributed delayed impulses. In this research, we concentrate on the distributed delayed impulsive
control in which the distributed delay is taken as flexible. To the best of the authors” knowledge, the
distributed delayed flexible impulsive control (DDFIC) has not been examined for the proposed networks.
Consequently, this study addresses these research gaps and summarizes its major achievements as follows.

(1) Considering mixed-delay CVNNSs in which mixed delay includes bounded transmission delay, discrete
distributed delay, and flexible impulsive delay.
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(2) Developing a new delay differential inequality based on DDFIC with average impulsive distributed
delay (AIDD) and average impulsive interval (AII) concepts.

(3) Deriving new LMI-based criteria for robust exponential synchronization (RES) and ES for the pro-
posed unstable chaotic CVNNSs, utilizing a Lyapunov function approach combined with Jensen’s in-
equality, and obtaining the corresponding controller gains by solving the resulting LMIs.

(4) Examining a distributed delay in impulsive control, which is not necessarily dependent upon the
transmission delays inherent in the network. Further, rendering the impulsive distributed delay flexi-
ble with a substantial upper bound.

Taking the aforementioned primary distinctions into account, it is crucial to note that this work differs
from prior research [10, 14, 18, 26, 29, 31, 39, 49, 53, 54] and presents novel findings by using distinct
perspectives.

1.3. Structure of the paper

The following is an overview of this paper. The preliminary knowledge, which encompasses the
model outline, lemmas, and definitions, is outlined in Section 2. The primary findings are delineated in
Section 3. The criteria that were obtained are illustrated in Section 4 through visual representations and
numerical depictions. Finally, the conclusion is presented in Section 5.

1.4. Notations

Let C, C™, C™*™, R™™™ indicate sets of complex numbers, complex vectors in n-dimension, n x n
complex-valued, and real matrices, respectively, Z™ is a set of positive integers, and R™ = [0, +oc0). For
any vector w € C"™, we define the norm ||w| = /> ", [w;i[2. For any A € C™*", we have ||A|| =
maxig<j<n > lai;| and for g1, g2 € C, q1 < qz if and only if Re(q1) < Re(qz2) and Im(q1) < Im(qz2),
Amax(P) and Apmin(P) are maximum and minimum eigen values of a hermitian matrix P, respectively,
C([—p,01,C™) shows set of all continuous complex-valued functions, w (s) : [-p,0] — C™, then define the

norm [lw(s)|| = supc 0 /i1 lw;(s)*

2. Model description and preliminary concepts

Consider the following uncertain mixed delayed CVNNSs as the master system

p(t) =—(A+AA)p(t) + (B+AB)f(p(t)) + (C+ AC)f(p(t — (1))
t

+%D+ADW‘ ”fm@nm+qa t>0, 2.1)
t—p(t

pt) = d(t), Vte [—py,0],

where, neuron state vector p(t) = [p1(t), p2(t),...,pn(t)]T € C*, A = diag{a;, ap,...,anha; > 0 €
R™™ B,C,D € C™*™", activation function f; f(p(-)) = [f1(p(-)), f2(p(-)), ..., fun(p())]T € C™, (1), u(t)
are transmission delays, the initial condition ¢(t) = [P1(t), P2(t),..., dn(t)]T € C([—p1,0,C"), p1 =
max{T, u}, and external input Je = [J1,]J2,...,Jn] € C™. The corresponding slave system takes the form of

1w(t) = —(A+ AAU(t) + (B + AB)f(u(t)) + (C + AC)f(u(t — t(t)))
t

+ (D + AD) f(u(s))ds+U(t)+Je, t>0, (2.2)
t—u(t)

U(t) = X(t)l vVt € [_p/ 0]1

where, u(t) = ug(t), uz(t),..., un (01" € C™, f(u(-) = [f1(u(), f2(u(),..., fn(u(-))]" € C™, U(t) is the
impulsive control, and initial condition x(t) = [x1(t),x2(t),..., xn(t)]T € C([—p,0],C"); p = max{py, e}
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Define the error function w(t) = u(t) — p(t), then error CVNNs between slave CVNNs (2.2) and master
CVNN s (2.1) is expressed as

w(t) = —(A+AA W) + (B+AB)h(w(t)) + (C+ AC)h(w(t —1(t)))
+ (D +AD) Jt h(w(s))ds+ U(t), t>0, (2.3)
t—p(t)

w(t) =¥(t), Vtel-p0l,

with h(w(-)) = (hi(w(-)), ha(W(-)), ..., hn(W()))T € C, h(w()) = f(w(-) +p(-)) —f(p(-)), and P(t) =
[x(t) — ¢ (t)] € C([—p,0],C™). The proposed DDFIC is structured as

e t

Ui = 5 (C|  wiskds —wit) st -1,

k=1 =Tk

with the impulsive strength C,, € C™*™ at impulsive instant t, impulsive instant sequence {ty}, cz+;
0=t <t <th < - <t < tx < -, with limg_, otk = +oo, impulsive distributed delay
T; 0 < T < ¢, ¢ is any positive constant, Dirac function 5(t), and let w(t) = w(tx). Further, the
solutions to CVNNs (2.3) are assumed to be piecewise right continuous at t = ti and exhibit first-kind
discontinuities at t = ty. For t # ti, U(t) = 0. As t = ty, we obtain, U(t) = Cy ﬁt—rk w(s)ds. Thus, the
error CVNNSs (2.3) becomes

W(t) = —(A + AA)W(E) + (B + ABJR(w(t)) + (C + AC)h(w(t — (1))
4 (D +AD) Ltum Rw(s))ds, t#te t>0, .
w(ty) = Cx E:_Tk w(s)ds, t=ty, keZ", |
w(t) =(t), Vte[—p,0l.

Assume that solution w(t) of CVNNSs (2.4) exists and is unique.
Throughout this work, we make use of the following hypotheses

(H1) For uncertain matrices AA, AB, AC, AD € C™*™, there exists constants a, b, ¢, d > 0, that satisfies
[AAl < a, [|AB]| <, [[AC| < ¢, [[AD] < d.
(H2) For any wy(-), wy(-) € C, activation functions h(wj(-));j = 1,2, satisfy
[h(wi(-)) —h(wa ()l < L jwi(-) —wa(-)l,

where L > 0 is a diagonal matrix.
(H3) The transmission delays t(t), p(t) and impulsive delay Ty satisfy

0<T(t) <1, 0<T<00, 0K ()<, 0K u<oo, 19=0, T <t —tr_1.

Lemma 2.1 ([31]). For any matrices G, AH € C™*™, [|[AH| < v; v > 0, k1, ko € C", and for any € > 0, there
exists hermitian matrix W > 0 that satisfies

1. Kka 4+ Kk < KiWky + KWk
2. +2K; G*(AH)k; < €k} G*Gky + e vk ka.

Lemma 2.2 ([39]). For all vectors g : [mq, mp] — C™ with scalars my < my, positive hermitian matrix P € C™*™,

such that
(sz g(s) ds> P (sz g(s) ds) < (mz—ml)JmZ g (s) P g(s) ds.

mq my my
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Definition 2.3 ([15]). The AIDD T and AII T, of impulsive distributed delay sequence {Ty} and impulsive
instant sequence {ty }, respectively, are described by:

_ .. T T TN () . t—1p
T= lim inf , Tq = lim sup ,
t—+o0 N(t, tp) t—+o00 N(t, tg)

in which, N(t, to) is the number of impulsive instants in {ty }; <+ on (to, tl.

Lemma 2.4. Suppose r(-) € PC([to — p, +00) x C,R™") and if there exist x € R, € R*,y € (0,1) that satisfy
following inequality:

(t) <oar(t)+n sup  r(s), tFtk, t>to,
se[t—p,t]
t
o) <y [ rs)ds, t=t rit) =1(s), s € lto— pto

te—Tx

Moreover, we define

oft) = {r(t)e“ttk), t et tir), keZT, 25)
r(t), t € [to—p, tol,
such that A > oc+1n > 0, and o + %e”‘p — A < 0. Then the condition
r(t) < Fltg)ye AT TeAt) ¢ € [ty tiyq), k € Z7, (2.6)
is satisfied with ¥(ty) = SUP e [ty —p o] T(s).
Proof. First, we prove DTQ(t) < 0, for any t* € [ty, tx+1), which satisfies
Qls) < Q(t"), tk <s <t (2.7)
Q(s) < Q(t*), te—1 <s <ty (2.8)

To prove the above results, construct the function, for any & > 0,

r(t)e” MOt -t e [ty ty 1),
T(t), te [tO — P, tO]-

Qe(t) = {
Let 6 € [0, p], and if t* — & > ty, utilizing (2.7),

e&(t*—tk)D—b—Qa(t*) - D+ <T(t*)e—(?\+£)(t*—tk)>

(x—A—&)r(t*)e M=t fpr(t* —§)e MUt
Q(t* _ p)eA(t**P*tk)e*A(t**tk)

Q(t* —ple ™ < (a—A—E+me *)Q(t*) < —EQ(t*).
Besides, if t* — & < ty, by using (2.8),
et THIDTQE () < (a—A—E)Q(t) +Q(t" — p)e TP AT
- ((x—x—a+3e—m)Q(t*) < —EQ(t").
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Hence, based on the above conclusions, we can notice
DTQ(t) = X" IDT Qg (t7) + £V THIQg (t7) < —EQ(tY) + Ee5 (VTN Qe (t¥) = 0.
Following this, we will show that
r(t) <Fltg)yKe M EH BT, e [ty ticia). 2.9)
Using (2.5), proof of (2.9) is transformed into the proof of
Q) < Flt)y e M HeM BT, L€ [ty ). (2.10)

Firstly, we prove (2.10) valid for k = 0, that is, Q(t) < T(to), t € [to, t1). Note that Q(tg) = r(tg) < T(to).
Assume that this is not valid, thus is a t* € [tg, t;) with

Q(t*) =7(to), Q(t) < F(to), t € [to, t*), DTQ(t*) <0,

which leads to contradiction that DT Q(t*) > 0. Thus, for k = 0, (2.10) holds. Next suppose (2.10) valid
for k < m, and using mathematical induction method,

Q) < Flto)y e M LimTertet) v e [ty tys),
which gives
Q(t) < Flto)y™e ANim et tnt) ¢ e [ty 1)

Next, we will prove

Q(t) < T‘(tO)Yn_He_}\ Z;:rll ke eMt“H_tO), vt e [tn+1/tn+2). (211)
We obtain,
tht1 n
Qltny1) <v J Fto)y e ML= Tt sl gg
thi1—Tnt1

tni

g yn+11—4(t0)e—)\ Z}Ll Tj J e)\(s—to) ds g ,YTL+1T—.(t0)e—)\ Z;’L;Lll Tj e)\(tn+]—t0) .

thi1—Tnt

So, for t = t;, 1, (2.11) holds. Now assume there is a t* € [ty 1, tn2) With

Q") = Flto)y™ e AT At 0] Q(t) < Q(t*), t € [tnia,t7),
and DTQ(t*) > 0. And while s € [tn, tni1), and Thiq < (tha1 — tn), we have

Q(s) < Y F(tg)e P L= Tertn—to)

n+1
=Y f(tg)e P I T Mt —to) g A (i —ta)
Y
n+1
_7 T_.(tO)ei)‘ Z?:Jrll T eATnt1 pA(tni1—to) o =A(tny1—tn)

,Y
g Q(t*) e—?\(tn+1_Tn+1_tn) g @
2% Y

which gives DT Q(t*) < 0 that contradicts D" Q(t*) > 0. Hence, we have deduced

;S S [tnztn+1)/

k
Q(t) < y*F(tg)e ML Tertto) |t € [y, tyyq),

showing that (2.9) is valid. O
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Remark 2.5. In Lemma 2.4, the requirement (2.6) indicates that the distributed delay 7ty is crucial for en-
abling the synchronization of the proposed system. Current literature [10, 14, 26, 29, 39, 49, 53, 54] imposes
the constraint that ty —tx_1 < 0; 0 > 0, and the impulsive distributed delay must be contingent upon the
time delay present within the networks. However, in our findings, we have mitigated these constraints by
employing distributed delay Ty in conjunction with AIl and AIDD, hence enhancing flexibility.

Definition 2.6. The solution w(t) of CVNNSs (2.4) is said to achieve RES, if there exists M > 0, ¥ > 0 with

[wt)| <M sup [[w(s)|le 2,
Se[tg—p,to]

Specifically, when AA = AB = AC = AD =0, the CVNNSs (2.4) becomes ES.

3. Synchronization criteria for mixed delay CVNNs

Within this section, some novel sufficient synchronization criteria for uncertain mixed delayed CVNNs
(2.4) is presented associated with DDFIC, formulating by LMIs.

Theorem 3.1. Suppose (H2) holds. Let x € R, q,y € (0,1), n € RY, and positive constants €1, €3, €3, €1, @, b,
¢, d, u, T, Tq. If there exists positive diagonal matrices W1, Wp, W3 € R™*™, positive matrix Q € C™*™, positive

hermitian matrix P, with A* = max {oc + %e_y‘p, O}, and the following inequalities

[—AP —PA + a?e11 + b2 L2+ LWL —aP P P P P PB PC PD]
* —el 0 0 0 0 0 0
* * —esl 0 0 0 0 0
* * * —e3l 0 0 0 0
* * * * —el 0 0 0 <0, (31
* * * * * —W; 0 0
* * * * * * —W, 0
L * * * * * * *  —Ws]
c?e3l> —qnP LW, ]
[ N W) <0, (3.2
d2€4L2 — (1 — q)nP LLI_W3-
{ N W, | <0, (3.3)
—YP Q]
[ -1 <0, (34
Iny +A*(Tq — 7) <0, (35)
Ta

are satisfied, then the uncertain CVNNs (2.4) is said to achieve RES with DDFIC gain C, = P~1Q*.

Proof. Define the Lyapunov function be r(t,w(t)) = r(t), and r(t) = w*(t)Pw(t). Calculating derivative
along solution of CVNNSs (2.4), we get

T(t) = 2w (t)PW(t) =2w* (t)P| — (A + AA)w(t) + (B + AB)h(w(t))
t (3.6)

—I—(C+AC)h(w(t—T(t)))+(D+AD)J ( )h(w(s))ds .
t—u(t

Utilizing hypothesis (H2) and Lemmas 2.1 and 2.2, then (3.6) becomes

#(t) KW (1) (AP — PA)W(t) + €] 'W* (t)PPw(t) + a®eyw* (t)w(t) + w* () LW, Lw(t)
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+ W (1)PBW, I B*Pw(t) + 5 'w* (t)PPw(t) + b2eaw™ (1) L2 w(t)
+W*(t— (1) LWLLw(t — (1)) + w* (1) PCW, ' C*Pw(t) + e5 'w* (1) P2w(t)

+cZesw* (t — (1)) L2w(t — (1)) + p(t) Jt w*(s)LW3Lw(s)ds +w* (t)PDW;lD*Pw(t)
t—p(t)
+ e 'WH(t)PPw(t) + d?esp(t) Jt w*(s)L?w(s)ds
t—u(t)

<wH(t) ( —AP—PA+(e; ' +e;t +e3t +e,1)P* + a’e; + LW4L + PBW, 'B*P

+b%eyl2 + PCW, 1C*P + PDW;lD*P>w(t) +w*(t —1(t)) (LWL + c2e3L2)w(t — (1))

t
+ pu(t) J w*(s)(LW5L + d?esL2)w(s)ds.
t—p(t)

By using (3.1), we get
#(t) < W () (aP)w(t) +w* (t — (1)) (LWL L + c2e3L%)w(t — 1(t))
+u(t) max w*(s)(LWsL+ d%esL>)w(s) Jt ds
topssst t—pu(t)
= oaw* (t)PW(t) + W* (t —1(1)) (LWLL + 2esL2)w(t — 1(t))

+u2(t) max w*(s)(LW5L + d%esL%)w(s)
t—pds<t

<oaw*()Pw(t) + max wW*(s)(IWLL+c?e3L2)w(s) +pu? max w*(s)(LW3L + d%esL%)w(s)

t—Ts<t t—pgs<t

<ow* (O)PwW(t) + max W*(s)(IWLL + c2es2)w(s) +p2 max  w*(s)(LWsL + d?esL2)w(s).
t—pi<s<t t—p1<s<t

Using (3.2) and (3.3), then

T(t) < aw™(t)Pw(t) +qn . ?2x<tw*(s)Pw(s) +(1—qg)n . 1pngx<tw*(s)Pw(s)
—P1XS% —P1XS%

3.7
< aw*()Pw(t)+n max wW*(s)Pw(s) < ar(t)+n max 7r(s). 37)
t—p1<s<t s€l[t—py,t]
If t = ty, we get
tx tx
i) = w' [t)Pw(t) < [Ci | wis)dPIOK | wls)ds
tk—Tk te—Tk
tx ti
:J w*(s)ds(C}ZPCk)J w(s)ds.
te—Tk te—Tk
Employing (3.4), we obtain
Tty tr 133
T(t) < J w*(s)ds(yP)J w(s)ds = yJ r(s)ds. (3.8)
t—Txk t—Ti te—Tx

Combining (3.7) and (3.8), and employing Lemma 2.4, we obtain
r(t) < F(to)yke M D et

with #(ty) = SUP ¢ [ty p,to] r(s). Moreover {ty}, {1k} € N(t,to), and if N(t,ty) impulses be affected on
(to, t], thus above inequality transforms to

N(t,tg)
Nty A5 0
N{tty) N(ttg)
t,tg) [ 0 i 0 J+Al(t—1tp)

N(
r(t) < Fltohy N ttole A i mer ) = F(gg)e N(Eto)
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Using Definition 2.3, and supposing t — +o00, we get

T(t) < T—‘(to)e[m}’ringr}\}(tfto) _ T’(to)e[w](tit‘])
As w(t) holds Apin (P)||lW(t)]| < 1(t) < Amax(P)||w(t)]|, it follows that Apin (P)[[w(t)|| < r(t), and

T(to) < Amax(P)  sup  [[w(s]].

s€[to—p,to]
Then,
1nv+A*(Ta7T) _
Amin(P) W) || < Amax(P)  sup  [w(s)|lel” Tt
s€[tg—p,tol
( ) Iny+A* (Ta—%)
Iwoll < 357 sup Jwls)le T S M sup ws)le),
min ( )se[to_p,to} s€[to—p,to]

where M = }}‘\mﬁ >0, and kK = % < 0; A = max{o+ Je ~AP,0}. Then, ||w(t)|| tends to 0, as
t — +o00. Thus, the uncertain mixed delay CVNNSs (2.4) is RES. O

Corollary 3.2. Under (H2), let x € R, 1 € RY, pu, Tq, T > 0, and q,y € (0,1). If there exists positive
diagonal matrices W1, W, W3 € R™*™, positive matrix Q € C™*™, positive hermztzan matrix P, with \* =

max {oc + %e_xp, 0}, and the following inequalities:

—AP—PA+LW;L—aP PB PC PD

* —W] 0 0
. . W, 0 <0, (3.9
* * *  —W3
—an LWZ_
[ . W, <0, (3.10)
(1—qg)nP  HLW;]
[ N W <0, (3.11)
—YP Q]
[ - <0, (3.12)
Iny +A*(Tq — 7) <0, (3.13)
Ta
are satisfied, then the CVNNs (2.4) achieves ES with DDFIC gain C,, = P~1Q*.
Proof. Same as proof of Theorem 3.1, under the condition AA = AB = AC = AD =0. 0

Corollary 3.3. Assume (H2) holds and let « € R, y € (0,1), and 1 € R™, T, Tq > 0. If there exist positive
matrix Q € C™*™, Wy, W, € R™™ are positive diagonal matrices, positive hermitian matrix P, with \* =

max {oc + %e*"p, O}, and the following inequalities:

—AP—PA+LW;L—aP PB PC

X ~W; 0 | <0, {_ZP EVV‘\//Z] <0,
* * —W, 2
{—VP Q] <0, Iny +A*(Tq — 1) <0,
* —P Ta

are fulfilled, then the CVNNS (2.4) achieves ES with DDFIC gain Cy, = P~1Q*.
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Proof. Same as proof of Corollary 3.2, when ﬁ—u (1) h(w(s))ds = 0. O

Remark 3.4. In [17, 35, 36, 39, 52, 55], the criteria for stability and synchronization were discussed of
CVNNSs including both transmission delays and delayed impulsive effects, but these impulsive delays
were considered as fixed times. In [14, 49], synchronization results were investigated for delayed NNs
under distributed delayed impulsive control, but impulsive delays were taken as fixed along with the
restriction of smaller upper bounds. However, in our studies, we relaxed those restrictions that made
impulsive distributed delay as flexible and has large upper bounds. Further, we assert that we considered
the comprehensive model of CVNNs with uncertainties, transmission delay, discrete distributed delay,
and DDFIC. Thus, our proposed results are different, new and general from these existing literature

[14, 29, 49].
4. Numerical examples

The following section offers a discussion of numerical examples and its graphical depictions, aiming
at demonstrating the efficacy of DDFIC in achieving proposed criteria.

Example 4.1. Consider the 2-neuron uncertain master CVNNs (2.1) and the slave CVNNs (2.2) with
following parameters

A [8 0 B— [2+21 0.1-0.11 c_| 15-3 —01-01i
[0 8]’ T 4-4 34317 ~|-01-01i -105-1 ]’
_[-15-151 5+5i _ [0.1+40.11 0 _ [0.08+0.11 0

P=lo1+01 —1.5—1.51}' AA‘_ 0 0.1+0.1J' AB_[ 0 0.08+0.1i]’

[0.240.031 0

0.25 + 0.051 0
Ac= 0 0.2 +0.03i} , AD= 0 0.25 + 0.051] , h(-) = tanh(-),
Tt = S T =199 u(t) = 0.5sin(t)|
et +1’ 100k’ ,
L= diag{O.l, 0.1}, ]e — (O,O)T.

Then t=0.25, 1 =05, andsop =2. Leta=0.15,b=0.13,¢c=0.3,d =035, €1 = € = €3 = ¢4 = 0.1,
and with initial conditions for master CVNNSs (2.1) are p1(t) = —1 4 31, pa(t) =2 —4i, Vt € [-0.5,0], and
for slave CVNNSs (2.2) is taken as uq(t) = 2+ 1, up(t) = 3—3.51, Vt € [—2,0]. The behavior of real and
imaginary parts of trajectories for CVNNs (2.4) absence of control is given by Figure 1 (A) and (B). To
synchronize the proposed CVNNSs, let « = 0.16, 1 = 0.26, y =0.01, q =09, A =3, T =2, T, = 3, and
A* =0.224.

Employing LMI toolbox, we got the feasible solution matrices for the LMIs (3.1), (3.2), (3.3), (3.4), and
(3.5) are

b 0.1864 0.0215 — 0.0029i o — [0-0057+0.00561 0.0061 +0.0051
~ 10.0215 + 0.00291 0.2153 ' ~ 10.0060 +0.00611 0.0064 + 0.00641 ] ’
195322 0 27001 0 1.0579 0
Wl:[ 0 12.5002]' WF{ 0 4.4428}’ WF[ 0 1.6263]'

and the DDFIC gain is
c [0.0279 —0.0270i 0.0293 — 0.02941]
k= .

0.0253 — 0.02521 0.0265 — 0.02741

Under the given initial conditions, real part and imaginary part of trajectories of CVNNs (2.4) based on
DDFIC is depicted by Figure 1 (C) and (D). Hence, the CVNNSs (2.4) achieves RES, by Theorem 3.1. Next,
we validate the results to synchronize the mixed delay CVNNs (2.1) and CVNNSs (2.2) with AA = AB =
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AC = AD = 0. Consider the other parametric values same as of Example 4.1. The behavior of real part
and imaginary part of paths for mixed delayed CVNNs (2.4) in the absence of the effect of control are
given by Figure 2 (A) and (B).

Employing LMI toolbox, the feasible solutions obtained for LMIs (3.9), (3.10), (3.11), (3.12), and (3.13)
of Corollary 3.2 and there exist the matrices

p_ 0.8380 0.1436 — 0.07221
~[0.1436 + 0.07221 0.7443 !

Q= 0.0316 +0.03131 0.0321 + 0.02771
~10.0267 4+ 0.03121i 0.0272 4+ 0.0275i|

4.0693 0 ], W = [2.8757 0 ],

8.6623 0 W —
’ 271 0 9.0208 0  4.5438

W= [ 0 65479
and the DDFIC gain is

Co — 0.0350 — 0.0284i 0.0300 — 0.02891
<7 10.0336 —0.0352i  0.0280 — 0.0343i| -

According to the provided initial conditions, real part and imaginary part of trajectories of CVNNs (2.4)
based on DDFIC are given by Figure 2 (C) and (D). Hence, CVNNSs (2.4) achieves ES, by Corollary 3.2.

Re(w‘ (t)
Re(w,(t))

Im(w, (1))

Re(w, (1), Re(w,(t))

Im(w, (1)), Im(w,(t))

Re(w, (1)
Re(w,(t)

Im(w, (t))
Im(w,(t)

Im(w, (1)), Im(w,(t))

-0.6

-0.5 : : : : -0.7

t t

Figure 1: Real and imaginary parts of paths to CVNNs (2.4) with uncertainties, transmission delay and discrete distributed
delay; (A) and (B) show without impulses; (C) and (D) prove the efficiency of DDFIC.
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Figure 2: Real and imaginary parts of paths to CVNNs (2.4) in absence of uncertainties; (A) and (B) show without impulsive
effect; (C) and (D) prove the efficiency of DDFIC.

5. Conclusion

This paper addresses the RES and ES criteria for uncertain mixed delayed CVNNs with DDFIC. Before
introducing the main findings, we presented the novel distributed delayed flexible impulsive differential
inequality employing the ideas of AIl and AIDD. Subsequently, we developed innovative RES and ES
criteria utilizing LMIs by the use of Lyapunov functions and Jensen’s inequality for the suggested uncer-
tain mixed delayed CVNNs. Moreover, DDFIC gains were formulated by LMI solutions. Finally, some
numerical illustrations were presented to substantiate the obtained results, and the efficiency of DDFIC is
depicted with diagrammatic representations.

It is important to note that the findings that were reported in this study are original and completely
unique, as noted in both Remarks 2.5 and 3.4. This research has a positive outlook for the future, which
is a very promising factor. Under the effect of adaptive impulsive control, our primary target for the
foreseeable future is to explore the behavior of CVNNs that have unbounded transmission delay and
unlimited distribution delay settings. This will include both the transmission delay and the distribution
delay.

Authors’ contributions

The authors declare that the study was realized in collaboration with equal responsibility. All authors
read and approved the final manuscript.



K. P. Lakshmi, et al., ]. Math. Computer Sci., 41 (2026), 307-321 319

Competing interests

The authors declare that they have no competing interests.

Acknowledgments

J. Alzabut and M. Tounsi express their sincere thanks to Prince Sultan University for supporting this
research throughout their research labs.

References

[1] S. Ahmed, A. T. Azar, Adaptive PD sliding mode control for robot dynamics using predefined-time approach, Int. J. Dyn.
Control, 13 (2025), 14 pages. 1.1
[2] D. Almakhles, M. Abdelrahim, Output feedback control of LTI systems using quantized periodic event-triggering and 1-bit
data transmission, Eur. J. Control, 81 (2025), 8 pages. 1.1
[3] D. Almakhles, E. Aranda-Escolastico, M. Abdelrahim, Dynamic periodic event-triggered control for nonlinear systems
with output dynamic quantization, J. Franklin Inst., 361 (2024), 17 pages. 1.1
[4] I N. Aizenberg, Neural networks based on multi-valued and universal binary neurons: theory, application to image process-
ing and recognition, In: Lecture Notes in Computer Science, Springer-Verlag, Berlin, Heidelberg, (1999), 306-316.
1
[5] C. M. Bishop, Neural networks for pattern recognition, The Clarendon Press, Oxford University Press, New York,
(1995). 1
[6] Q. Chen, H. Bin, Z. Huang, Synchronization of conns: A time-scale impulsive strategy, IEEE Access 9 (2021), 31762-
31772. 1.1
[7] X. Chen, Q. Song, X. Liu, Z. Zhao, Global p-stability of complex-valued neural networks with unbounded time-varying
delays, Abstr. Appl. Anal., 2014 (2014), 9 pages. 1.1
[8] G. Chen, ]J. Zhou, Z. Liu, Global synchronization of coupled delayed neural networks and applications to chaotic CNN
models, Int. J. Bifur. Chaos Appl. Sci. Eng., 14 (2004), 2229-2240. 1.1
[9] A. Cochocki, R. Unbehauen, Neural networks for optimization and signal processing, John Wiley & Sons, United States,
(1993). 1
[10] S. Dong, K. Shi, S. Wen, Y. Shen, S. Zhong, Almost surely synchronization of directed coupled neural networks via
stochastic distributed delayed impulsive control, Chaos Solitons Fractals, 174 (2023), 12 pages. 1.2, 2.5
[11] Y. Guo, Y. Luo, W. Wang, X. Luo, C. Ge, ]J. Kurths, M. Yuan, Y. Gao, Fixed-time synchronization of complex-valued
memristive BAM neural network and applications in image encryption and decryption, Int. J. Control Autom. Syst., 18
(2020), 462-476. 1.1
[12] W. He, T. Luo, Y. Tang, W. Du, Y.-C. Tian, F. Qian, Secure communication based on quantized synchronization of chaotic
neural networks under an event-triggered strategy, IEEE Trans. Neural Netw. Learn. Syst., 31 (2020), 3334-3345. 1.1
[13] A. Hirose, Complex-valued neural networks: An introduction, In: Complex-Valued Neural Networks, World Scientific,
(2003), 1-6. 1
[14] X.Ji, J. Lu, B. Jiang, J. Zhong, Network synchronization under distributed delayed impulsive control: Average delayed
impulsive weight approach, Nonlinear Anal. Hybrid Syst., 44 (2022), 17 pages. 1.2,1.2,2.5,3.4
[15] B. Jiang, J. Lou, J. Lu, K. Shi, Synchronization of chaotic neural networks: Average-delay impulsive control, IEEE Trans.
Neural Netw. Learn. Syst., 33 (2021), 6007-6012. 1.1, 2.3
[16] Y.Kan,]. Ly, J. Qiu, J. Kurths, Exponential synchronization of time-varying delayed complex-valued neural networks under
hybrid impulsive controllers, Neural Netw., 114 (2019), 157-163. 1.1
[17] R. Kumar, U. Kumar, S. Das, J. Qiu, J. Lu, Effects of heterogeneous impulses on synchronization of complex-valued neural
networks with mixed time-varying delays, Inf. Sci., 551 (2021), 228-244. 1.1, 3.4
[18] K. P. Lakshmi, T. Senthilkumar, Robust exponential synchronization results for uncertain infinite time varying distributed
delayed neural networks with flexible delayed impulsive control, Math. Comput. Simul., 209 (2023), 267-281. 1.2, 1.2
[19] H. Li, X. Gao, R. Li, Exponential stability and sampled-data synchronization of delayed complex-valued memristive neural
networks, Neural Process. Lett., 51 (2020), 193-209. 1.1
[20] X.Li, ]J. Fang, H. Li, Master—slave exponential synchronization of delayed complex-valued memristor-based neural networks
via impulsive control, Neural Netw., 93 (2017), 165-175. 1.1
[21] X. Li, T. Huang, Adaptive synchronization for fuzzy inertial complex-valued neural networks with state-dependent coeffi-
cients and mixed delays, Fuzzy Sets Syst., 411 (2021), 174-189. 1.1
[22] L. Li, X. Shi, J. Liang, Synchronization of impulsive coupled complex-valued neural networks with delay: The matrix
measure method, Neural Netw., 117 (2019), 285-294. 1.1
[23] X.Li, R. Rakkiyappan, Impulsive controller design for exponential synchronization of chaotic neural networks with mixed
delays, Commun. Nonlinear Sci. Numer., 18 (2013), 1515-1523. 1.1


https://doi.org/10.1007/s40435-025-01603-y
https://doi.org/10.1007/s40435-025-01603-y
https://doi.org/10.1016/j.ejcon.2024.101146
https://doi.org/10.1016/j.ejcon.2024.101146
https://doi.org/10.1016/j.jfranklin.2024.107085
https://doi.org/10.1016/j.jfranklin.2024.107085
https://doi.org/10.1007/3-540-48774-3_36
https://doi.org/10.1007/3-540-48774-3_36
https://books.google.com/books?hl=en&lr=&id=T0S0BgAAQBAJ&oi=fnd&pg=PP1&dq=Neural+networks+for+pattern+recognition+CM+Bishop+-+1995&ots=jO7-wF8zsd&sig=5QWlzXa5JsujXFa1u4ZVJt74Llg
https://books.google.com/books?hl=en&lr=&id=T0S0BgAAQBAJ&oi=fnd&pg=PP1&dq=Neural+networks+for+pattern+recognition+CM+Bishop+-+1995&ots=jO7-wF8zsd&sig=5QWlzXa5JsujXFa1u4ZVJt74Llg
https://doi.org/10.1109/ACCESS.2021.3059772
https://doi.org/10.1109/ACCESS.2021.3059772
https://doi.org/10.1155/2014/263847
https://doi.org/10.1155/2014/263847
https://doi.org/10.1142/S0218127404010655
https://doi.org/10.1142/S0218127404010655
https://dl.acm.org/doi/abs/10.5555/562697
https://dl.acm.org/doi/abs/10.5555/562697
https://doi.org/10.1016/j.chaos.2023.113742
https://doi.org/10.1016/j.chaos.2023.113742
https://doi.org/10.1007/s12555-018-0676-7
https://doi.org/10.1007/s12555-018-0676-7
https://doi.org/10.1007/s12555-018-0676-7
https://doi.org/10.1109/tnnls.2019.2943548
https://doi.org/10.1109/tnnls.2019.2943548
https://doi.org/10.1142/9789812791184_0001
https://doi.org/10.1142/9789812791184_0001
https://doi.org/10.1016/j.nahs.2021.101148
https://doi.org/10.1016/j.nahs.2021.101148
https://doi.org/10.1109/tnnls.2021.3069830
https://doi.org/10.1109/tnnls.2021.3069830
https://doi.org/10.1016/j.neunet.2019.02.006
https://doi.org/10.1016/j.neunet.2019.02.006
https://doi.org/10.1016/j.ins.2020.10.064
https://doi.org/10.1016/j.ins.2020.10.064
https://doi.org/10.1016/j.matcom.2023.02.009
https://doi.org/10.1016/j.matcom.2023.02.009
https://doi.org/10.1007/s11063-019-10082-0
https://doi.org/10.1007/s11063-019-10082-0
https://doi.org/10.1016/j.neunet.2017.05.008
https://doi.org/10.1016/j.neunet.2017.05.008
https://doi.org/10.1016/j.fss.2020.05.013
https://doi.org/10.1016/j.fss.2020.05.013
https://doi.org/10.1016/j.neunet.2019.05.024
https://doi.org/10.1016/j.neunet.2019.05.024
https://doi.org/10.1016/j.cnsns.2012.08.032
https://doi.org/10.1016/j.cnsns.2012.08.032

K. P. Lakshmi, et al., ]. Math. Computer Sci., 41 (2026), 307-321 320

[24]
[25]
[26]
[27]
[28]
[29]

[30]
[31]

[32]
[33]
[34]
[35]
[36]
[37]
[38]
[39]
[40]
[41]
[42]
[43]
[44]
[45]
[46]
[47]
[48]
[49]
[50]
[51]
[52]
[53]
[54]

[55]

X. Li, A. Vinodkumar, T. Senthilkumar, Exponential stability results on random and fixed time impulsive differential
systems with infinite delay, Mathematics, 7 (2019), 22 pages. 1.1

M. Liu, Z. Li, H. Jiang, C. Hu, Z. Yu, Exponential synchronization of complex-valued neural networks via average impulsive
interval strategy, Neural Process. Lett., 52 (2020), 1377-1394. 1.1

X. Liu, K. Zhang, Stabilization of nonlinear time-delay systems: distributed-delay dependent impulsive control, Syst. Con-
trol Lett., 120 (2018), 17-22. 1.2, 2.5

C. Long, G. Zhang, J. Hu, Fixed-time synchronization for delayed inertial complex-valued neural networks, Appl. Math.
Comput., 405 (2021), 17 pages. 1.1

J. Lu, D. W. Ho, J. Cao, A unified synchronization criterion for impulsive dynamical networks, Automatica J. IFAC, 46
(2010), 1215-1221. 1.1

Z. Lu, F. Wang, Y. Tian, Y. Li, Lag synchronization of complex-valued interval neural networks via distributed delayed
impulsive control, AIMS Math., 8 (2023), 5502-5521. 1.2, 1.2, 2.5, 3.4

L. M. Pecora, T. L. Carroll, Synchronization in chaotic systems, Phys. Rev. Lett., 64 (1990), 821-824. 1.1

Pooja Lakshmi K., T. Senthilkumar, Synchronization results for uncertain complex-valued neural networks under delay-
dependent flexible impulsive control, Chaos Solitons Fractals, 178 (2024), 8 pages. 1.2,1.2,2.1

T. Senthilkumar, A. Vinodkumar, M. Gowrisankar, Stability results on random impulsive control for uncertain neutral
delay differential systems, Int. J. Control, 96 (2023), 2425-2437. 1.1

Y. Shen, X. Liu, Generalized synchronization of delayed complex-valued dynamical networks via hybrid control, Commun.
Nonlinear Sci. Numer. Simul., 118 (2023), 17 pages. 1.1

Y. Sheng, H. Gong, Z. Zeng, Global synchronization of complex-valued neural networks with unbounded time-varying
delays, Neural Netw., 162 (2023), 309-317. 1.1

Q. Song, H. Yan, Z. Zhao, Y. Liu, Global exponential stability of complex-valued neural networks with both time-varying
delays and impulsive effects, Neural Netw., 79 (2016), 108-116. 1.1, 3.4

Q. Song, H. Yan, Z. Zhao, Y. Liu, Global exponential stability of impulsive complex-valued neural networks with both
asynchronous time-varying and continuously distributed delays, Neural Netw., 81 (2016), 1-10. 1.1, 3.4

Q. Song, Z. Zhao, Y. Liu, Impulsive effects on stability of discrete-time complex-valued neural networks with both discrete
and distributed time-varying delays, Neurocomputing, 168 (2015), 1044-1050. 1.1

Q. Tang, J. Jian, Matrix measure based exponential stabilization for complex-valued inertial neural networks with time-
varying delays using impulsive control, Neurocomputing, 273 (2018), 251-259. 1.1

Y. Tian, Y. Yin, E. Wang, K. Wang, Impulsive Control of Complex-Valued Neural Networks with Mixed Time Delays and
Uncertainties, Mathematics 10 (2022), 14 pages. 1.1,1.2,2.2,2.5,3.4

G. Velmurugan, R. Rakkiyappan, J. Cao, Further analysis of global p-stability of complex-valued neural networks with
unbounded time-varying delays, Neural Netw., 67 (2015), 14-27. 1.1

A. Vinodkumar, T. Senthilkumar, S. Hariharan, J. Alzabut, Exponential stabilization of fixed and random time impulsive
delay differential system with applications, Math. Biosci. Eng., 18 (2021), 2384-2400. 1.1

A. Vinodkumar, T. Senthilkumar, H. Isik, S. Hariharan, N. Gunasekaran, An exponential stabilization of random
impulsive control systems and its application to chaotic systems, Math. Methods Appl. Sci., 46 (2023), 3237-3254.

A. Vinodkumar, T. Senthilkumar, X. Li, Robust exponential stability results for uncertain infinite delay differential systems
with random impulsive moments, Adv. Differ. Equ., 2018 (2018), 12 pages.

A. Vinodkumar, T. Senthilkumar, Z. Liu, X. Li, Exponential stability of random impulsive pantograph equations, Math.
Methods Appl. Sci., 44 (2021), 6700-6715. 1.1

J. Wei, C. Zhang, Y. Guo, F. Wang, Cluster synchronization of stochastic two-layer delayed neural networks via pinning
impulsive control, ]. Appl. Math. Comput., 70 (2024), 1193-1210. 1.1

X. Wei, Z. Zhang, C. Lin, J. Chen, Synchronization and anti-synchronization for complex-valued inertial neural networks
with time-varying delays, Appl. Math. Comput., 403 (2021), 17 pages. 1.1

A.Wu, N. Zhan, Synchronization of uncertain chaotic neural networks via average-delay impulsive control, Math. Methods
Appl. Sci., 48 (2025), 7213-7225. 1.1

X. Xie, X. Liu, H. Xu, Synchronization of delayed coupled switched neural networks: Mode-dependent average impulsive
interval, Neurocomputing, 365 (2019), 261-272. 1.1

Z.Xu, D. Peng, X. Li, Synchronization of chaotic neural networks with time delay via distributed delayed impulsive control,
Neural Netw., 118 (2019), 332-337. 1.2,1.2,2.5, 3.4

J. Yu, C. Hu, H. Jiang, L. Wang, Exponential and adaptive synchronization of inertial complex-valued neural networks: A
non-reduced order and non-separation approach, Neural Netw., 124 (2020), 50-59. 1.1

Y. Yu, Z. Zhang, M. Zhong, Z. Wang, Pinning synchronization and adaptive synchronization of complex-valued inertial
neural networks with time-varying delays in fixed-time interval, ]. Franklin Inst., 359 (2022), 1434-1456. 1.1

D. Zhang, H. Jiang, J. Wang, Z. Yu, Global stability of complex-valued recurrent neural networks with both mixed time
delays and impulsive effect, Neurocomputing, 282 (2018), 157-166. 1.1, 3.4

X. Zhang, C. Li, Z. He, Cluster synchronization of delayed coupled neural networks: Delay-dependent distributed impulsive
control, Neural Netw., 142 (2021), 34-43. 1.2, 2.5

L. Zhang, J. Lu, B. Jiang, C. Huang, Distributed synchronization of delayed dynamic networks under asynchronous delay-
dependent impulsive control, Chaos Solitons Fractals, 168 (2023), 9 pages. 1.2, 2.5

L. Zhang, X. Yang, C. Xu, ]J. Feng, Exponential synchronization of complex-valued complex networks with time-varying


https://doi.org/10.3390/math7090843
https://doi.org/10.3390/math7090843
https://link.springer.com/article/10.1007/s11063-020-10309-5
https://link.springer.com/article/10.1007/s11063-020-10309-5
https://doi.org/10.1016/j.sysconle.2018.07.012
https://doi.org/10.1016/j.sysconle.2018.07.012
https://doi.org/10.1016/j.amc.2021.126272
https://doi.org/10.1016/j.amc.2021.126272
https://doi.org/10.1016/j.automatica.2010.04.005
https://doi.org/10.1016/j.automatica.2010.04.005
https://doi.org/10.3934/math.2023277
https://doi.org/10.3934/math.2023277
https://doi.org/10.1103/PhysRevLett.64.821
https://doi.org/10.1016/j.chaos.2023.114338
https://doi.org/10.1016/j.chaos.2023.114338
https://doi.org/10.1080/00207179.2022.2097126
https://doi.org/10.1080/00207179.2022.2097126
https://doi.org/10.1016/j.cnsns.2022.107057
https://doi.org/10.1016/j.cnsns.2022.107057
https://doi.org/10.1016/j.neunet.2023.02.041
https://doi.org/10.1016/j.neunet.2023.02.041
https://doi.org/10.1016/j.neunet.2016.03.007
https://doi.org/10.1016/j.neunet.2016.03.007
https://doi.org/10.1016/j.neunet.2016.04.012
https://doi.org/10.1016/j.neunet.2016.04.012
https://doi.org/10.1016/j.neucom.2015.05.020
https://doi.org/10.1016/j.neucom.2015.05.020
https://doi.org/10.1016/j.neucom.2017.08.009
https://doi.org/10.1016/j.neucom.2017.08.009
https://doi.org/10.3390/math10030526
https://doi.org/10.3390/math10030526
https://doi.org/10.1016/j.neunet.2015.03.007
https://doi.org/10.1016/j.neunet.2015.03.007
https://doi.org/10.3934/mbe.2021121
https://doi.org/10.3934/mbe.2021121
https://doi.org/10.1002/mma.8688
https://doi.org/10.1002/mma.8688
https://doi.org/10.1186/s13662-018-1488-z
https://doi.org/10.1186/s13662-018-1488-z
https://doi.org/10.1002/mma.7218
https://doi.org/10.1002/mma.7218
https://doi.org/10.1007/s12190-024-02001-x
https://doi.org/10.1007/s12190-024-02001-x
https://doi.org/10.1016/j.amc.2021.126194
https://doi.org/10.1016/j.amc.2021.126194
https://doi.org/10.1002/mma.8889
https://doi.org/10.1002/mma.8889
https://doi.org/10.1016/j.neucom.2019.07.045
https://doi.org/10.1016/j.neucom.2019.07.045
https://doi.org/10.1016/j.neunet.2019.07.002
https://doi.org/10.1016/j.neunet.2019.07.002
https://doi.org/10.1016/j.neunet.2020.01.002
https://doi.org/10.1016/j.neunet.2020.01.002
https://doi.org/10.1016/j.jfranklin.2021.11.036
https://doi.org/10.1016/j.jfranklin.2021.11.036
https://doi.org/10.1016/j.neucom.2017.12.022
https://doi.org/10.1016/j.neucom.2017.12.022
https://doi.org/10.1016/j.neunet.2021.04.026
https://doi.org/10.1016/j.neunet.2021.04.026
https://doi.org/10.1016/j.chaos.2023.113121
https://doi.org/10.1016/j.chaos.2023.113121
https://doi.org/10.1016/j.amc.2017.02.004
https://doi.org/10.1016/j.amc.2017.02.004

K. P. Lakshmi, et al., ]. Math. Computer Sci., 41 (2026), 307-321 321

delays and stochastic perturbations via time-delayed impulsive control, Appl. Math. Comput., 306 (2017), 22-30. 1.1, 3.4

[56] H. Zhang, X. Wang, X. Lin, C. Liu, Stability and synchronization for discrete-time complex-valued neural networks with
time-varying delays, PLOS ONE, 9 (2014), 6 pages. 1.1

[57] C. Zhang, C. Zhang, X. Zhang, Y. Liang, Sampling-based event-triggered control for cluster synchronization in two-layer
nonlinear networks, J. Appl. Math. Comput., 69 (2023), 3969-3986. 1.1

[58] S.Zheng, Stability of uncertain impulsive complex-variable chaotic systems with time-varying delays, ISA Trans., 58 (2015),
20-26. 1.1

[59] J. Zhou, L. Xiang, Z. Liu, Synchronization in complex delayed dynamical networks with impulsive effects, Phys. A: Stat.
Mech. Appl., 384 (2007), 684-692. 1.1


https://doi.org/10.1016/j.amc.2017.02.004
https://doi.org/10.1016/j.amc.2017.02.004
https://doi.org/10.1371/journal.pone.0093838
https://doi.org/10.1371/journal.pone.0093838
https://doi.org/10.1007/s12190-023-01910-7
https://doi.org/10.1007/s12190-023-01910-7
https://doi.org/10.1016/j.isatra.2015.05.016
https://doi.org/10.1016/j.isatra.2015.05.016
https://doi.org/10.1016/j.physa.2007.05.060
https://doi.org/10.1016/j.physa.2007.05.060

	Introduction
	Background
	Motivation and the key contributions
	Structure of the paper
	Notations

	Model description and preliminary concepts
	Synchronization criteria for mixed delay CVNNs
	Numerical examples
	Conclusion

