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Abstract

In this paper, we aim to discuss some fractional Hermite-Hadamard (H-H)-Mercer inequality for interval-valued functions
via generalized fractional integral operator (GFIO). In addition, we investigate some new variants of the H-H-Mercer inequality
pertaining to GFIO. A few examples are also provided to back up our claims. The findings potentially shed fresh light on a wide
range of integral inequalities for fractional fuzzy in the frame of interval analysis and the optimization challenges they present.
Finally, applications involving matrices are demonstrated.
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1. Introduction

Convex inequalities are mathematical inequalities involving convex functions. A convex inequality is
similar to the definition of a convex function, but it applies to the inequalities formed by these functions.
In order to design constraints that limit the viable region to convex sets, convex inequalities are crucial
in optimization issues. Convexity is well known to play a significant and critical role in a range of
domains such as economics, finance, optimization, game theory, statistical theory, quality management,
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and numerous sciences. Due to the wide range of uses for this idea, it has been expanded upon and
generalized in several ways. This theory has been the center and driving force of remarkable mathematical
study for more than a century. The topic convexity with the aid of the idea of optimization has a amazing
impact on many field of applied sciences, including control systems [4], mathematical optimization for
modeling [37, 51], estimation and signal processing [28], finance [19] and data analysis and computer
science [14].

Inequalities have an amazing mathematical tools due to their importance in fractional calculus, tradi-
tional calculus, quantum calculus, stochastic, time-scale calculus, fractal sets, and other fields. The crucial
mathematical tool that connects integrals and inequalities, integral inequalities, provides insights into the
behavior of functions over particular intervals. These inequalities offer a flexible method for comprehend-
ing development patterns, convergence characteristics, and function approximations. They are used in a
variety of disciplines, including physics, engineering, economics, information technology, and probability
theory. For the applications, see the references [2, 7, 9, 15, 16, 32, 43]. Integral inequalities make it easier
to estimate values that could be difficult to explicitly compute via bounding functions. They also prove
the convergence of series and sequences, the stability of differential equation solutions, and the existence
of optimal solutions in optimization problems. These mathematical tools provide a strong and elegant
framework for problem-solving and analysis due to their capacity to make connections between integrals
and inequalities.

Fractional calculus, which focuses on fractional integration across complex domains, has recently
acquired popularity due to its practical applications and has piqued the curiosity of mathematicians. A
fractional Hermite-Hadamard inequality was presented by Sarikaya et al. [46]. The research of well-
known inequalities such as Ostrowski, Simpson, and Hadamard inspired the study of fractional integral
inequality. Transform theory, engineering, modeling, finance, mathematical biology, fluid flow, natural
phenomenon prediction, healthcare, and image processing are all domains where fractional calculus is
used. The references [1, 10, 11, 24] provide further insights into this topic.

The aim and novelty of this work is to introduced the new variant of H-H-Mercer type inequality
involving GFIO in the frame of interval analysis. Further, we constructed some matrix applications via
GFIO.

The construction of this paper in the following ways. First of all, in Section 2, we add some recognized
definitions, theorems and remarks because all these are required in upcoming subsequent sections. In
Section 3, we add some notations for interval analysis as well as the background information. In Section
4, we investigate some new variants of H-H-Mercer type inequality involving convex interval-valued
functions via GFIO. Next, in Section 5, we offer some applications in the manner of constructed results.
Finally, in Section 6, we add a conclusion.

2. Preliminaries

In this section, it would be appropriate to concentrate and examine on a few definitions, remarks, and
theorems for the readers” attention and paper quality.
Jensen first time introduced the term convexity in the following manner:

Definition 2.1 ([23, 39]). A function ¥ : [a, b] — R is said to be convex, if
T(om +(1—p)m) < T (m) + (1 —p) T(m2),
where 1,7 € [a,b] and p € [0, 1].

The Hermite-Hadamard inequality [21] states that, if T : J — R is convex for m,m, € J and m > 7,
then

2.1)

T + T 1 2 T(my) + T(mm2)
< < — ==,
T( 7 >\ m——— Ll T(p)dp < 5
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In the literature, there are numerous attractive inequalities on the topic convexity, particularly Jensen’s
inequality standing out. This inequality, which can be demonstrated under relatively basic conditions, is
often used by scholars in subjects such as inequality theory and information theory. The statement of
Jensen’s inequality as follows.

Assume that 0 < (1 < (o € ... < (p and p = (pl,pz,...,pn) be non-negative weights such that
Z;l pj = 1. Jensen inequality asserts that if T is convex on the closed interval [rt1, 7], then

T oG] <D oT(1) ],
j=1 j=1

Vpj€l0,1],elm,mland (j=1,2,...,n).

This inequality have a lot of uses in information theory (see [25]).

However a lot of scholars have concentrated on Jensen’s inequality, the modification proposed by
Mercer is the most compelling and special among them. Mercer [33] was investigated a new version of
Jensen’s inequality in 2003, which is states that:

If T is a convex function on the closed interval [711, 715], then

T 751+7T2—Z Pj G <T(7T1)+3(752)—Z 05 T(G5),
j=1 =1

holds V p; € [0,1], ¢ € [, 2] and  (j =1,2,...,1).

Pecari¢ et al. constructed plenty modifications on the very captivating topic Jensen-Mercer operator
inequalities [30]. After Pecari¢, Niezgoda [40] have presented the new variants of Mercer’s type inequal-
ities for higher dimensions. Because of its prominent characterizations, Jensen-Mercer’s type inequality
has recently made a substantial addition to inequality theory. Kian [26] analyzed and considered the
concept of Jensen inequality pertaining to superquadratic functions.

In [27], Kian and Moslehian demonstrated the following H-H-Mercer inequality:

1 w2
T 711+7c2—u1+u2 < J T (m+m—g)dy
2 uz_ul uq

T(m+m—u)+%T(m +mm—uy)
2

T (wg) + T (uy)
—

<

<T(m)+%T(m) —

In above inequality ¥ represent a convex function on closed interval [m;, 7). For the amazing literature
regarding above inequality, one can refer [8, 36, 40, 54].

Even though the literature of fractional calculus is as old as that of classical calculus, it has recently re-
ceived increasing attention from researchers. Because of its applications to practical issues, its applications
to engineering fields, its structure that is flexible, and the additional dimensions it gives to mathematical
theories, fractional analysis is constantly working to advance. Examining the new operators closely re-
veals a number of properties, including singularity, locality, generalization, and variations in the kernel
structures. Although generalization and inference are the cornerstones of mathematical methods, the new
fractional operators’ many properties, particularly the time memory effect, provide additional features to
problem solutions. As a result, Caputo-Fabirizio, non-conformable, Raina, conformable, Prabhakar, Hil-
fer, Riemann-Liouville, Grunwald Letnikov, and Katugampola are some of the renowned operators that
demonstrate the promise of fractional assessment. Now we’ll proceed on to the generalized fractional
integral operators, which have a unique place throughout these operators.

Currently, certain mathematicians have been fascinated with the notion of a fractional derivative. Non-
local fractional derivatives are classified into two types: the Riemann-Liouville and Caputo derivatives
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have singular kernels, and the Caputo-Fabrizio and Atangana-Baleanu derivatives have non-singular ker-
nels. Fractional derivative operators with non-singular kernels are very efficient at adressing non-locality
in real-world applications.

Definition 2.2. [38] Suppose T € L[a, b]. The left-sided and right-sided Riemann-Liouville fractional inte-
grals of order p > 0 defined by

3T (1) = r(lp)j (- WISy, <, 2.2)
and

R Lo .

) = s J (-0 1T(Wdy, T <b. 2.3)

Gamma function is defined as I'(p) = go e “uf~ldu.

Jarad et al. [22] investigated the following generalized fractional integral operator:

39T (x) = ) "<(x—a)p—(p—a)@>‘5‘1 T (p)

G J 9 PR 24
and

R 1 (* (b—x)p—(b—p)K’)“*‘l T (p)

Enp —

IEF) I (&) L ( ® (b—p) " a; @5)

where b > a,p € [0,1].

Recently, a lot of integral inequalities have been investigated and examined via interval-valued func-
tion (IVF). For literature, see [6, 12, 13, 17, 18, 52].
3. Calculus on interval and inequalities

This section presents interval analysis symbols as well as background knowledge.

Symbol Meaning

L(TTy) =TI, —TT,  length of the interval

J& Sets of all closed positive intervals

Je closed negative intervals

Py, TT;) Pompeiu Hausdroff distance

(I, Pg) complete metric space

IR {7y, 7000) sets of R-L integrable interval-valued functions
R (1), 7)) real-valued functions on closed interval
CIVF convex interval-valued function

IVF interval-valued function

S Riemann sum

The basic interval arithmetic and scalar multiplication operations for T1; and IT, are following,

Ty +TIp :&+§,ﬁ2+5.

T =T =T, — &, T, — €.

T /Tl = [minQ, maxQl, where Q ={T1y/§,T1y/&,TT,/E, T /E};0 # .
.11 = [minl, maxU], where U ={T12&,TT,E,TE, TTHE}.
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VI =y, Tl =

{0}/ Y = 0;

{ YT, ¥TTal, v >0;
[YITy,vIT2], v <O.

Definition 3.1. For Ty, TT; € J., we present the G-difference of 11,1, as [ [ € I, for which we have

(l) ﬂl = ﬂ2+]_[/

ﬂl@gﬂzﬂﬁ{ or

(i) T =Tl + (=)
It appears beyond controversy that

[ﬂz_alﬁz_a, lf L(nl) 2 L(”Z)/

]_[1@9]_[2:{ M, — &M —¢&l, if L(M) <L),

where L(ITy) =TT, —TT; and L(TT) = & — &. The operation specifications offer a large number of attributes,
enabling J. to represent a space of quasi-linear functions (see [31]).
Some of these qualities are as follows (see [29, 31, 34]):

(Law of associative under +) (TTy +TTx) +Y =TIy + (TT, +7Y); for all TTy, T, Y € Je.

(Law of associative under x) (T11.1T5).Y =TI1.(T1,.Y); for all TT, TTp, Y € Je.

(Additive element) TT{ +0=0+TI; =TIy; forall TT; € J..

(Multiplicative element) T1;.1 = 1.TTy =TIy; for all TT; € ..

(Law of commutative under +) TTy +TI, =TI, +TTy; for all TT{, 1T, € Je.

(Law of commutative under x) TI1.TT, =T1,.TTy; for all TTy,TT, € Je.

(Law of cancellation under +) Tl;1 +Y =Tlh, + Y =TTy =Tly; for all TT{,TT,, Y € J..

(The first law of distributive) A(TTy +TIy) = ATl + Allp; for all TTq,TT, € I, A € R.

(The second law of distributive) (A + )Ty = ATy +yITy; for all T} € I, for all A,y € R.

O XN RN

According to the preceding, the distributive principle usually is applicable to intervals. As an example,
My =101,2], T, =[2,3] and Y =[-2,—1]. We have

M.(Tl, +7) =[0,4],
where
1.1, +T11.Y) = [-2, 5].

Moore [34] investigated the Riemann integral for functions in the frame of interval values. Bhurjee and
Panda [3] built an approach to seek effective solutions to a huge multi-objective fractional programming
problems with interval parameters in the objective functions and restrictions. Zhang et al. [50] modified
the concept of invex and preinvex analysis to interval-valued function. Zhao et al. [53] investigated the
interval double integral and presented integral inequalities namely Chebyshev-type for interval-valued
functions. Interval analysis have potential applicable uses in beam physics, global optimization, computer
graphics, signal processing, robotics, chemical engineering, economics, control circuit design and error
analysis. Budak et al. [6] investigated the interval-valued right-sided R-L fractional integral and con-
structed a new variants of H-H-type inequalities for such integrals. Sharma et al. [48] defined preinvexity
in the frame of interval analysis and presented refinements of fractional H-H-type inequalities for them.

Theorem 3.2 ([35]). Let a function of interval-valued ¥ : [m1, o] — I with T(p) = [Z(g), T(g)]. The mapping

T € IR [y my) < T9), T(9) € TRy my) and

) [ (9) ap = [(R)J "Tlp)ds, R [ Flo) dzp}

ust ™ 7
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In ([52], [55]), Zhao et al. investigated CIVE:

Definition 3.3. V g1, 92 € [my, ] and v € (0,1), a mapping ¥ : [y, o] — I is h-convex stated as
h(V)Z(p1) + (1 —v)T(p2) € T(ver + (1 —V)g2), (3.1)

where h : [c,d] — R is a nonnegative mapping with h # 0 and (0,1) C [c, d]. We denote the set of all
h-convex interval-valued functions by SX(h, [m, 0], 35 ).

If h(v) = v in above inequality (3.1), then we attain the standard idea of CIVF (see[45]). If h(v) = v*
in inequality (3.1), then we attain the standard definition of s-CIVF (see [5] ).

Zhao et al. [52] utilized the idea of the h-convexity in the frame of interval analysis and presented the
following H-H inequality:

Theorem 3.4. If h € SX(h, [ry, ], IF) and h(%) #+ 0, then

1 n14—n2> 1 J“z Jl
T ) IR)| T(p)dp 2D [F(m)+%(m)]l| hip)de. 3.2
T (157) 2 i R Teae2 im) 43 [ nio)ae 62)
Remark 3.5. If h(9) =9, then the inequality (3.2) becomes:
ol
SC“+M>Q ! (mw‘zunug Tm) +% (m) (33)
2 ) — T - 2

The above inequality was first time investigated by Sadowska in [45].
If h(9) = 9%, then the inequality (3.2) becomes:

25%(m;m)3

T(x)dx D

3.4
- - s+1 (34)

- (IR)JM T(ﬂl)JrT(sz)'
2 — T

The above inequality was first time investigated by Osuna-Gémez et al. in [41].

Definition 3.6 ([45]). A real-valued function ¥ : [y, o] — J. is CIVE, if
VE(x)+ (1 —v)Z(v) C Z(vx+ (1 —v)v).

for all x,v € [y, m],v € (0,1).

Theorem 3.7. A real-valued function ¥ : [my, 0] — I is CIVFE, if and only if T and ¥ are convex and concave
functions on closed interval [rty7t], respectively.

Theorem 3.8 ([49]). Let 0 < {1 < (o < ... < (n and T be a convex function IVF on an interval containing py,

then
T (Z P; Cj) B (Z o; T(Cﬂ), (35)
j=1 j=1

where Z}Ll p; =1,p; €[0,1].
The authors in [49] extended the above inequality (3.5) via CIVF:

Theorem 3.9 ([49]). Suppose T be a convex function IVF on [mymy] such that L(my) > L(ae) for all a, € [m1, 0],
then

j=1 j=1

T (ﬂ1+ﬂzz Pj Cj) 2 T(ﬂ1)+‘f(ﬂ2)99£ Pj G,

is true.

Throughout the article, we may assume that I'(.) is Euler Gamma (see [42]). Also that g, & > 0.
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4. H-H-Mercer type inequality involving convex interval-valued functions via generalized fractional
integrals

Since the notion of convex function was first introduced more than a century ago, an enormous
number of outstanding inequalities have been proven in the domian of the convex theory. The most
widely recognized and frequently utilized inequality in the field of convex theory is the H-H inequality.
Hermite and Hadamard were the ones who first suggested this inequality. Many mathematicians were
motivated by the idea of this inequality to investigate and analyze the classical inequalities utilizing the
many convexity senses.

The principal goal of this section is to use the CIVF via generalized fractional integral operator to
derive and demonstrate the Mercer’s Hermite-Hadamard type inclusion.

Theorem 4.1. Let p € (0,1). Suppose that T : [my, 7o) — IF is an CIVF such that T(p) = [Z(p), Z(p)] and
L(mp) > L(®o), Voo € [my, mo]. Then

W+9Q pET (£+1) 3 ~ En
S<ﬂ1+ﬂ2_ 2 ) > 2(Q—W)¥E X9 (-3 T m A = W)+ 530 T — Q)
5 Tlmt+m—9) + T(m+m-—W) (4.1)
- 2
T(W)+%(Q
> (S (m) + T () o A EE),

Proof. Employing the property of CIVF, then for all u,v € [y, 5], we have

T(ﬂ1+ﬂz—u+v> _ S((Tf1+7fz—u)+(7r1 +7:2—v)>

2 2
1
D) 2{3(7‘[1 +m—u)+T(m+m—v) }
By using
M+ —u=p(m+m—W)+(1—p)(m+mm—Q)
and

m+m—v=p(m+m—2+(1—p)(m+m-W),
for all' W, Q € [my, o] and p € [0, 1], we get

W;Q> 5 1{z(p(m+m—W)+(1—p) (my 4+ 75— 9))

f<7'[1+7‘[2— =5

(4.2)
Tt — Q) + (1 ) (@1 475 — W) }

g1
Now, multiplying both sides of (4.2) by (17’9)) (1—9)® ! and integrating by inclusion with re-
spect to p over [0, 1], we obtain

1 W+Q
E,ZQES<T[1+7T2 > >
_(1— p &— l
Qé{J <1 - ) T(p(m+m—W)+(1—p)(m+m—0Q))dp

£—1
+,[ (1_(1&’_ p) (1—p)" ' T(p (7T1+7T2_Q)+(1_p)(ﬁ1+ﬂ2_w))dp}
0
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S
=92 (Q_W)PE
Xrﬁﬂz—w((Q—W)@—((m+nz—W)—z)p>H SAC E——
T+ —Q 9 (1) + 2 — W) —z) v
1
_’_m (4.3)
. rﬁ“zw ((Q—W)p—(Z— (m+n2—9))@>“ T(2) dz}
m+1L -2 ® (z— ([T +m2 —2)'7*
_mr—(ii?)pé'{ %ﬂ1+ﬂ2—9)3ps(ﬂl+ﬂ2_W) + (T[1+T[2 w) SUTl_FTQ_Q) },

and the proof of the first inequality in (4.1) is attained. To prove that the second inequality in (4.1), first
we mark that T is an CIVF, so we have

Tom+m-—W+1-p)(m+m—9)2 of (m+m—-W)+(1—p)T(Dd1+m—Q), (4.4)
and
Tlolm+m—-+1-p)(m+m-—W))21-p)T(m+m-W) +pT(m+m—2). (45)
Adding (4.4) and (4.5), we attain the following from Jensen-Mercer inequality,

Tlp(m+m—W)+(1—p)(m+m—2)+T(p(m+m—92)+(1—p)(m +m—W))
2 pf (m+m—W)+(1—-p)T(m+m—9)
+ (1—9)T(m +m—W)+of (m+m—Q) (4.6)
OF(m+m—W)+%T(m +mm—Q)
22T (m) + T (M)} ©g {T (W) + T (Q)}.

g1
Now, multiplying both sides of (4.6) by (17&))) (1—9)® ! and integrating by inequality w.r.t. o
over [0, 1], we attain

1 &—1
L (““p‘p)) (1= 9)° T (p (1 + 72— W) + (1— 9) (1 + 12 — 9)) d

RPN
J( ) (1= 9)° % (p (m 4+ 70— Q) + (1 — ) (71 + 7 — W) dp

1 &-1
D{ (711 + 11 — )+‘I(7t1+7t2—Q)}JO (1_%3_@)@) (1—p)’p_1dp

1 1 e\ &1
{2{T ) + T (1)} 04 {T (W )+S(Q)}} J <1“p"”)) (1-9)° " dp,

or

{ (e 7y — Q T(m+m—W) + Ejz(pmjw[sz) T (m +7’[2—Q)}
2

{(I(Ttl +71m — W)+ % (m +7’E2—Q)}

I
™

o
1

Qpa

{2{‘3 (m) +T(m)}og {T(W)+%T (Q)}}

gl
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Dividing by 2 in above inclusion.

() ~ ~
2(0_ WFE (Q_W)PE { (anﬁnrg)dp T(m+m—W) + ‘E\;f’nﬁm_w) T (m +m—9) }
Q{E(n1+n2W)+T(7r1+7er)} 4.7)
2%
1
> et | 2T (m) + S ()} 0 (5 (W) + T (21},
Concatenating the equations (4.3) and (4.7), we can get (4.1). O

Corollary 4.2. If we suppose T(p) = X(p) and employing identical procedure in Theorem 4.1, we have

W+Q EM(g+1 R R
T(ﬂl_Hrz_ 2 ><2p(Q£W)p)£ X{ fmij_Q)‘jpT(m—i—nz—W) T adf’ﬂ]+ﬂzw)3(n1+n2—g)}
< T(m+m—W) + T(m +m—Q)
h 2
TW)+Z(Q
< (T ) +5 (m)) — T FEEE)

Corollary 4.3. If we suppose W = 71 and Q = 7, and employing identical procedure in Theorem 4.1, we have

T+ T EM(E+1 N N
T( 1 2) 22@ (& ;a{ 53T (m) + adﬁzf(m)}

2 (p — 1)
5 T (m) er ‘3(752)‘

Theorem 4.4. Let p € (0,1). Suppose that T : [y, m] — I& is CIVF such that T(p) = [Z(p), T(p)] and
L(mp) > L(@9), Voo € [my, mp]. Then

W+Q 1/ 2 \*¢ N
‘-5<7T1+7'[2_ > > 22<Q—W> par(a‘i‘l){(aﬂl_._nZ_wer)dp‘z(ﬂl"i_ﬂZ_W)
+ asp’”l‘kﬂz*%) S(ﬂl +7T2_Q)} (48)
TW)+%T(9Q)

2 (Tim)+T(m) 6y ——

Proof. Employing CIVFE, we have V u,v € [m, 73],

< T[1+7T2_u—|—v _ < (mq + 11 —u) + (M + 71 — V)
2 2
1
D 2{3(n1+n2—u)+‘z(m+rtz—\/)}.
By using
o 2—p
:*W I Q,
u=oWt
and
2—p 9
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for all W, Q € [my, o] and p € [0, 1], we get

W+Q 1 9 2—p 2—p ®
- . — & Z & B L _
‘Z(m—i—nz 5 )_2{S<m+7r2 [ZW—i— 5 Q})—i—i(m—i—nz [ 5 W+2Q]

1—(1—p)*

-1
Now, multiplying both sides of above b (1—p)® ~1 and integrating by inclusion with
plymng y o & g by

respect to p over [0, 1], we obtain

1 10N &1 -
1g<nl+ﬂ2_w+g>21{J (1(153)> (l—p)p13<nl+n2—[pw+2 ng]> dp
Epb 2 2

0 ® = 2
+J1 (1—(1—@)@)51 (1_&))@_1‘Z<nl+n2—[2_pW+pQ]> d[p},
0 &;E 2 2 (4.9)
£;£$<m +7rzW;rQ> 2 % (Q—2W> r(i){ ((Enﬁnz—%)‘?p T((m +m—W))
IRy e Tllm -9

and the proof of the first inequality (4.8) is completed. To prove the second inequality in (4.8), first we
note that ¥ is CIVFE, we have

z(m+m—[§W+ 2;"91) D T(m)+T(m) O [gz(wwz%pztgn,

and

z(m+m—[2;"’w+§QJ> D T(m)+T(m) S [Z_T%(W)+§S(Q)J.

Adding above equations, we get

T - 12W+ 2220)) 45 (m 4 m— 22w+ 801} 2 20T (my) + T (m)) 00 (T (W) +T(Q)). (4.10)
2 2 2 2

g1
Multiplying both sides of above by (#) (1—9)® ! and integrating by inclusion with respect
to p over [0, 1], we obtain

Lii—(1—p®\* 2—
{Jo <(pp)> (1 —p)fp*ls <7T1 + 711 — [gW—i— 2&)Q]> dyp

1 1 e &1 i
+J <1 1) > (1—&3)’5’_1T<7r1 —1-712—[72 pWerQ]) d@}
0 Y 2 2

1 /19 _(1_pn2\51
D (2% (m) + T ()} 8 T (W) + T () J@ (1(1@&’)> 1o o) dp.

Dividing by 2 in above inclusion.

1 2 @ir g Ne T W Enp T(( 0
Z(Q_’V\)> (5){ %)J (m+m—W)) + i W) M+ T — ))}

(7{1+7T27 70 +70—

(4.11)

> 2;@& (2% (m) + T (@2)} 0 (T (W) + T (Q))).

Concatenating the equations (4.9) and (4.11), we can get (4.8). This is the required proof. O]
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Corollary 4.5. If we suppose T(p) = Z(p) and employing identical procedure in Theorem 4.4, we have

W+Q) _1/ 2 \¥* . o
{3:<7[1+7T2— > )<2(Q—V\7) pr(£+1){(ﬂl+ﬂ2w;g)d T(m +m—W)
+£ 353711_'_“2_%) T(m +7m— Q) }
T(W)+T(9Q)

< (T(m) + T (m)) — >

Remark 4.6. If we letting W = 71 and Q = 7 in Corollary 4.5, it reduces to [20, Theorem 2.1].

Remark 4.7. 1f we letting W = m; and Q = 7p and p = 1 in Corollary 4.5, it reduces to [47, Theorem 4].

Theorem 4.8. If ¥ : [y, o] — I is an CIVF such that T(p) = [Z(g), T(p)] and L(mp) = L(@o), Vo € [m, T,

then
W+Q) _ pb /2 \¥F e . W+ Q
T{m+tm——F 2 S5 la-w FE+DY (rim03" T (Mtm——
N W+Q
+ a\jf)TElJrTQfW) T (7-[1 + T — > > } (4'12)
TW)+F(9Q)

2 (Tlm)+3(m) 6g——

Proof. Employ the property of CIVF, so we have for all u,v € [mry, 2],

S<m+7rz—u+v> = ‘Z<(n1+ﬂ2_u)+(nl+7‘2_v)>

2 2
1
D 2{‘1(ﬂ1+7:2—u)+5(m+712—v)}.
Let
1—p 149
u= > W + > Q,
and

for all' W, Q € [my, o] and p € [0, 1], we get
W+Q 1 1—p I+p
— D = — W
T<7T1+7T2 > >_ 2{T<751+7T2 [ > + > Q]>

1 1—
+‘I<7’[1+7T2—[ ;pW+ ZpQ]) }

£-1
Now, multiplying both sides of above by <#) (1—9)* ' and integrating by inclusion w.r.t. p

over [0, 1], we obtain
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Loy PEE
E‘pz‘ 1 2 2

1t /1-(1—p®\! o 1—p.. 1+¢
D Z{JO (p) (1—53)19 ‘I(Wl—l—ﬂz—[zw—f'zg]) de
1 &1
+J (W) (1_p)plg<m+n2_[wW+H’Q}> dp}
0 © 2 2
5 1 2 pE
=2 <Q—W
§ { rﬁmw?g (2w)’ — (2= ([ +m -2\ " T(2) © @13
-0 9 (z— (m +m— Q) ‘
+Jﬂ1+H2-W (o2w)” — ((m +m - W) —2)°\° T(2) d}
ey — WO o (m+]L-W—-2¢ )
1 W+9Q
QT <7T] +7'[2— ) )

5 r(a)< 2 )SJE
- 2 Q—W

W+Q W+Q
g ~ En
X { (7T1+7tzfQ)‘}p T (7‘[1 + M — 5 ) + ‘}ZFT!]—HTZ—W) T (7‘[1 + 70 — 5 ) }

The proof of the first inequality is completed. To prove that the second inequality in (4.12), using
Jensen-Mercer inequality, we have

z<m+m—[1?’W+1;"m) > Tm)+T(m) 2 [ T W)+ 1 PT(0)
and
1+ 1—p 1+ 1—p
E(T[l-i-ﬂz—[ > W + 5 Q]) D T (m)+ T (mp) SF [TT(W)-FTQ(Q)]

Adding above equations, we get
1—p 149 149 1—p
5 W + 5 Q])—F‘I(T[l—i-ﬂg [ 5 W + 5 Q])
DT (m)+T(m) ©g(T(W)+T(Q)).

T(Tﬁ—i—ﬂz—[ (4.14)

£-1
Multiplying both sides of (4.14) by (#) (1—9)® ! and integrating by inclusion with respect

to g over [0, 1], we obtain

1 &1
{J (w) (1—@)”‘1S<m+ﬂz—[1_pw+1+p9]> dp

0 p 2 2
O LA . l+p.  1—p
—I—L (p > (1—9p)¥ T<7’[1+712—[ 5 W + 5 Q]) dp}
1 1 e &1
5 (2{3:(711)+z(m)}eg{z(W)+m)}) | (1“83”) (1— ) ldp,
P
r(&) <Q—2W> X { ?ﬂﬁﬂz—Q)Jp T (7'(1 7y — W;—Q> + 53 i) T <7{1 +my — W;— Q) }
> o (2 m) 4 Tmbo, (£ (W) +7(2)).
9
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Dividing by 2, we get

rE (2 \* [ ~ WH9) | ¢ Lbie
2(Q—W> o I e N e ) R e R e i (4.15)

Concatenating the equations (4.13) and (4.15), we can get (4.12). This is the required. O

Corollary 4.9. If we suppose T(p) = T(p) and employing same procedure in Theorem 4.8, we have

W+Q £ 2 \¥¢ N W+Q
‘I<7’[1+7T2— 5 > < % Q—W> r((€,+1){ ‘(27'[1+71279)‘jpz <7E1+T[2— 5 )

. W+9Q
+ a‘jz(pn]+ﬂ2—W) T (7‘[1 + T — ) }

2
TW)+%T(Q)
—

< (T(m)+T(m)) —
Corollary 4.10. If we suppose W = 1 and Q = 7 and employing same procedure in Theorem 4.8, we have

T + 70 pa 2 p& £ o~ T + T En T + T
o — r 1 ® _— » —_—
S( > >_ > (m—m) (E+1)] 73° T > + 0 T

5 T(ﬂl);r’f(ﬂz)

5. Applications to matrix

The subject convex analysis and fractional mathematics are both utilized in applied sciences. The
literature makes it clear that these ideas have a broad spectrum of potential uses in multiple fields of
research, from fluid dynamics to optimization. In order to be more precise, we are going to add matrices-
related applications.

In [44], Sababheh presented that the function { (V) = | ‘SY‘IOl_Y +g1=r70"
is convex for all Y € [0, 1].

,9,0 e M}, Te My,

Example 5.1. Employing Theorem 4.1, we have

‘ ‘97’[14-7'[2— W;Q Tol—(ﬂl-O-th—WerQ ) + 91—(7’(1—0-7'[2— W;Q )Toﬂl—Fﬂz— W;Q
) pg’r (a‘i‘ 1)£ % |: & N QJ[Q H97'[1+7'[27Wr‘]-017(7'[1+7'[27W) + 917(7’[1+7'[27W)j~o7'[1+7'[27WH
T 2(2-W)* e

+ 53;‘-3[1-9-7(2_\/\7 H97'[1+7'[27Qr‘]~017(7'(1+7'[279) + 917(711+7T279)TO7T1+7'(27Q H :|

D) 1 { H9m+7‘tz—WcTol—(7T1+7'tz—W) +91—(n1+n2—W)Tom+n2_WH

=2
+ H97'[1+7'[2797017(7Tl+71279) 4 917(7T1+7T279](J'07T1+7T279H }
) Hgﬂpj’ol—ﬂl_’_gl—ﬂlryoﬂl”_i_Hgﬂzfrol—ﬂz_’_gl—ﬂzﬂ'oﬂz“

S ;{ |5 T01Y + g WTOW | + || g2T01 2 + g1-T0° }



H. Ahmad, et al., J. Math. Computer Sci., 33 (2024), 352-367 365

Example 5.2. If we suppose Theorem 4.4 and employing same procedure of Example 5.1, we have

W+9 W+9 W+9

H97'[1+7'[2— i 701—(7‘[1—0—7(2— > )+91—(ﬂ1+ﬂ2— 5 )j—oﬂl—kﬂz—w

1 ) <13
») E (Q_V\7> pér (£+1) x |:£3f[1+ﬂz—W;Q 97’[1+7‘[2*Q:J-'01*(7'[1+7'[2*Q) _i_Alf(erﬂzfQ)XBmMTzfQH
g W+93[p H97T1+712—W:J~ol—(7t1+7'[2—W) + 91—(7T1+7I2—W)To7t1+7t2—WH :|
T +T— "5

> { [lgmT0t T+ gm0 4 g0t 4 oo |
cuy{omonegaan ot gonot] .

Example 5.3. If we suppose Theorem 4.8 and employing same procedure of Example 5.1, we have

H 97T1+7T2— W;Q 7017(7{1+7T27W;Q) + 917(’7'[1+7T27W;Q )Toﬂl-l-ﬂz— W;Q

£ <13
9 2 ~
=2 <Q—W> ME+1)x 7o o3”

X H97T1+7T27W2+QU’ol—(ﬂl-l-ﬂiz—wz'g) + 91—(711+712—W;'Q)(J-oﬂlJrT[sz;Q

En
+ ‘J;‘?[1+7'[27W

X H97'[1+7'(2—W;Q(J’olf(’ftlJrT[szer) + 917(7‘[1+7'[27W;Q)(Jioﬂl—k’r[z—W;Q

> { [[§mT0! T 4 gm0 | 4 [gTT0 T + g0 )

S ;{ |g¥ 701 1 g1 W0Y| 4 [g2T01 2 4 -T2 }

6. Conclusions

Fractional calculus has a greater influence and provides more precise results when examining com-
puter models. Fractional calculus is widely utilized in applied mathematics, mathematical biology, engi-
neering, simulation, and inequality theory. Numerous researchers across multiple scientific domains have
expressed a keen interest in fractional calculus. In this paper:

1) First, we added some related definitions, theorems and remarks because all these are necessary in
upcoming subsequent sections.

2) We added some notations for interval analysis as well as the background information.

3) We explored some novel variants of H-H-Mercer inclusions for convex interval-valued functions
pertaining to generalized fractional integrals.

4) To improve the reader’s interest and overall quality, we added some corollaries and remarks.
5) Finally, some meaningful applications to matrix are explored.

It is an intriguing and novel problem in which aspiring researchers can attain identical inequalities
involving variant type of of convexities in the frame of fractional integrals. The theory of convexity can
be used to achieve an assortment of conclusions in quantum mechanics and special functions, associated
optimization theory, and mathematical inequalities, as well as to motivate further research in a multitude
of pure and applied sciences.
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