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Abstract

The primary objective of this study was to demonstrate the existence and uniqueness of a weak solution for a nonlinear
parabolic problem with fractional derivatives for the spatial and temporal variables on a one-dimensional domain. Using the
Nehari manifold method and its relationship with the Fibering maps, the existence of a weak solution for the stationary case
was demonstrated. Finally, using the Arzela-Ascoli theorem and Banach’s fixed point theorem, the existence and uniqueness of
a weak solution for the nonlinear parabolic problem were shown.
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1. Introduction

Fractional calculus finds its application in different areas; for example, applications can be cited in
viscoelasticity, electronics, chemical reactions, quantum mechanics, semiconductors, propagation of elec-
tromagnetic waves and materials, and transport phenomena by convection-diffusion, see [1, 5, 6, 8, 11, 13,
16, 17, 20, 21, 23, 24, 27, 28, 33].

Some studies have made it possible to test different methods in this area of research, such as the work
of Hai Pu and Lili Cao [25], who proved the existence and multiplicity of solutions for a fractional differ-
ential equation with boundary conditions using the Nehari manifold and Fibering maps; and the work of
Goyal and Sreenadh [12], who demonstrated the existence and multiplicity of nonnegative solutions by
minimization on the appropriate subset of the Nehari manifold using Fibering maps. In the same way,
Meilan et al. [26] proved the existence of a weak solution for a p-Laplace problem and obtained results
of the existence of weak solutions using the Nehari variety, the fixed point theorem and the Arzela-Ascoli
theorem. Brown et al. [4] studied a differential equation with Dirichlet conditions and showed how the
results of the existence and multiplicity of solutions by nature of the Nehari manifold arise. Tsun-Wu [31]
studied the number of solutions for a semilinear elliptic system with a weight function that changes sign,
and with the Nehari variety method, they showed that the system has at least two nontrivial nonnegative
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solutions. Brown [3] demonstrated the existence of a weak solution for an elliptic problem with the Nehari
manifold method, and with bifurcation theory, the nonexistence of solutions was analyzed. Drabek et al.
[9] studied the theory of nonlinear boundary value problems for elliptic operators and demonstrated the
existence of a weak solution in weighted Sobolev spaces. Similarly, Torres [18] demonstrated the existence
of nontrivial solutions for a Dirichlet problem with mixed fractional derivatives using variational methods
and the mountain pass theorem. In the same way, Chen et al. [7] used critical point theory to demon-
strate the existence of weak solutions for a frontier problem with fractional derivative and p-Laplacian.
Similarly, Meilan et al. [26] demonstrated the existence of a weak solution for a nonlinear problem with
fractional derivative using the Nehari manifold method. These results are an important antecedent for
the objective of this study and are described below:

P1 :


c
0D
β
t u(x, t) = −xD

α
Λ(| 0D

α
xu(x, t)|p−2

0D
α
xu(x, t) + λ|u(x, t)|p−2u(x, t),

+b(x)|u(x, t)|q−1u(x, t), (x, t) ∈ ΩT ,
u(0, t) = u(Λ, t) = 0, t ∈ [0, T ],
u(x, 0) = φ(x), x ∈ [0,Λ],
ut(x, 0) = ψ(x), x ∈ [0,Λ],

(1.1)

where ΩT = [0,Λ] × [0, T ], cDβ and Dα are Caputo fractional derivatives of order 1 < β < 2 and
1
p < α < 1 for the temporary variable, respectively; 1 < q < p− 1 with 2 < p < ∞, b : [0,Λ] → R is
a continuous function, b ∈ L∞([0,Λ]), φ(x), ψ(x) ∈ L∞[0,Λ], λ is real positive, and u ∈ Eα,p

0 [0,Λ] is the
fractional space that will be defined in a later section of the article. In addition, the stationary problem
associated with the problem P1 is:

P0 :

{
xD

α
Λ(| 0D

α
xu(x)|

p−2
0D
α
xu(x)) = λ|u(x)|

p−2u(x) + b(x)|u(x)|q−1u(x), x ∈ [0,Λ],
u(0) = u(Λ) = 0,

(1.2)

where 1
p < α < 1, and 1 < q < p− 1, with 2 < p <∞, and b ∈ L∞[0,Λ].

To prove the existence of a weak solution for the problem P1 (1.1), we will prove the existence of a
weak solution for the problem P0 (1.2). To achieve this, we will use the Nehari Manifold because the
minimization of energy functional associated with the problem P0 (1.2) is not possible for all Eα,p

0 [0,Λ].
Thus, it is necessary to restrict to the set of critical points on the Nehari manifold, which is a weak solution
for the problem P0 (1.2).

This study is structured in different sections as follows. Preliminaries are described in Section 2; the
weak solution of the stationary problem P0 is described in Section 3; the existence of a weak solution
of the fractional parabolic equation is described in Section 4; and conclusions are provided in the final
section.

2. Preliminary

Different definitions of fractional derivatives, such as those reported by Riemann Liouville, Grunwald
Letnikov, Hadamard, Erdelyi and Caputo, which can be found in the literature by Kilbas [16] and Kenneth
[21], are not necessarily equivalent. This study used the Riemann-Liouville and Caputo definitions of
fractional derivatives.

Definition 2.1 ([32]). Let u : [a,b] ⊂ R → R be a real function and α ∈ R+. The left and right Riemann-
Liouville fractional integral of order α and function u are defined by:

aI
α
t u(t) =

1
Γ(α)

∫t
a

(t− s)α−1u(s)ds, tI
α
bu(t) =

1
Γ(α)

∫b
t

(s− t)α−1u(s)ds,

respectively.
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Definition 2.2 ([32]). Let u : [a,b] ⊂ R→ R be a real function where α ∈ R+ and dαe = n is the smallest
integer greater than α. The left and right Riemann-Liouville fractional derivates of order α and function
u are defined by:

aD
α
t u(t) =

1
Γ(n−α)

dn

dtn

∫t
a

(t− s)n−α−1u(s)ds (2.1)

and

tD
α
bu(t) = (−1)n

dn

dtn

∫b
t

(s− t)n−α−1u(s)ds, (2.2)

respectively. Expressions (2.1) and (2.2) can also be written as

aD
α
t u(t) =

dn

dtn
[aI

(n−α)
t u(s)] and tD

α
bu(t) = (−1)n

dn

dtn
[tI

(n−α)
b u(s)],

where aI
(n−α)
t , tI

(n−α)
b ∈ Cn[a,b].

Definition 2.3 ([32]). Let α ∈ R+ and dαe = n be the smallest integer greater than α. The Caputo
fractional left and right derivatives of the function u : [a,b] ⊂ R → R are defined by the Riemann-
Liouville fractional derivative as follows:

C
aD

α
t u(t) = aD

α
t

[
u(t) −

n−1∑
k=0

uk(a)

k!
(t− a)k

]
and C

t D
α
bu(t) = tD

α
b

[
u(t) −

n−1∑
k=0

uk(b)

k!
(b− t)k

]

for a 6 t 6 b. In particular, when 0 < α < 1, of Definition 2.3, we have:

C
aD

α
t u(t) = aD

α
t (u(t) − u(a)),

C
t D

α
bu(t) = tD

α
b(u(t) − u(a)). (2.3)

Proposition 2.4 ([34]). Let α > 0, n ∈N such that dαe = n is the smallest integer greater than α (n− 1 < α 6
n). If u ∈ ACn([a,b], R) or u ∈ Cn([a,b], R), then

aI
α
t (
C
aD

α
t u(t)) = u(t) −

n−1∑
k=0

u(k)(a)

k!
(t− a)k, t ∈ [a,b],

tI
α
b(
C
t D

α
bu(t)) = u(t) −

n−1∑
k=0

(−1)ku(k)(b)
k!

(b− t)k, t ∈ [a,b].

(2.4)

In particular, when 0 < α 6 1, u ∈ ACn([a,b], R) or u ∈ Cn([a,b], R), then

aI
α
t (
C
aD

α
t u(t)) = u(t) − u(a), tI

α
b(
C
t D

α
bu(t)) = u(t) − u(b).

Definition 2.5 ([19]). Let u ∈ L1(a,b), α ∈ 〈0, 1〉. If v ∈ L1
Loc(a,b) exists such that:∫Λ

0
u(t) tD

α
bϕ(t)dt =

∫Λ
0
v(t)ϕ(t)dt, ∀ϕ ∈ C∞0 ([0,Λ], R),

then, v is called the left fractional weak derivative of u and is denoted by: aḊαt u = v. Similarly, we have
that if there exists w ∈ L1

Loc(a,b) such that:∫Λ
0
u(t) aD

α
t ϕ(t)dt =

∫Λ
0
w(t)ϕ(t)dt, ∀ϕ ∈ C∞0 ([0,Λ], R).

Then, w is called the right fractional weak derivative of u and is denoted by tḊαbu = w.
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Definition 2.6 ([15]). For 0 < α 6 1 and 1 6 p < ∞, the fractional Sobolev space denoted for Eα,p
0 is

defined for the closure of C∞0 ([0,Λ], R) with respect to the norm of Eα,p[a,b],

E
α,p
0 [a,b] = C∞0 [0,Λ]

‖.‖α,p .

Definition 2.7 ([30]). Let 1
p < α 6 1 and 1 < p < ∞, the space of fractional derivatives Eα,p

0 [0,Λ] is
defined by:

E
α,p
0 [0,Λ] = {u ∈ Lp[0,Λ] : 0D

α
t u ∈ Lp[0,Λ],u(0) = u(Λ) = 0}

with

‖u‖pα,p =

∫Λ
0

|u(t)|pdt +

∫Λ
0

| 0D
α
t u(t)|

pdt, ∀u ∈ Eα,p
0 [0,Λ].

In the following, we give some properties of the fractional space Eα,p
0 [0,Λ].

Proposition 2.8 ([30, Poincare-Friedrich inequality]). Let 0 < α 6 1 and 1 6 p < ∞. For all u ∈ Eα,p
0 [0,Λ],

we have
‖u‖Lp 6

Tα

Γ(α+ 1)
‖0D

α
t u‖Lp .

If α > 1
p and 1

p + 1
q = 1, then

‖u‖∞ 6
Tα−1/p

Γ(α)((α− 1)q+ 1)1/q ‖0D
α
t u‖Lp .

Remark 2.9 ([30]). According to Proposition 2.8, can be considered Eα,p
0 [0,Λ] with respect to the norm

‖u‖α,p = ‖0D
α
t u(t)‖Lp =

(∫t
0
|0D

α
t u(t)|

pdt

)1/p

. (2.5)

Proposition 2.10 ([14, 18]). Let 0 < α 6 1 and 1 6 p <∞. Assume that α > 1
p and the sequence {uk} converges

weakly to u on Eα,p
0 [0,Λ]; then, uk → u in C[0, T ], i.e., ‖ukf− u‖∞ → 0, k→∞.

Theorem 2.11 ([30]). Let α ∈ 〈 1
p , 1〉; then, the continuous injection Eα,p

0 [0,Λ] ↪→ Lp[0, T ] is compact.

Theorem 2.12 ([2, Banach fixed point theorem]). Let X be a Banach space and let T : X → X be a contraction,
that is, there exists k ∈ (0, 1) such that

‖T(u) − T(v)‖ 6 k‖u− v‖, ∀u, v ∈ X.

Then, there exists u0 ∈ X (unique) such that T(u0) = u0.

Lemma 2.13 ([16]). Suppose y ∈ C[0, T ], 0 < T < 1 and 1 < α 6 2, then, the problem

Dαu(t) = y(t), t ∈ [0, T ],

has a unique solution

u(t) = u0 + u
′(0)t +

1
Γ(α)

∫t
0
(t− s)α−1y(s)ds.

3. Weak solution of the stationary parabolic problem P0

Considering the problem P0, we proceed to make the variation formulation to obtain the energy
functional. We have the problem:

xD
α
Λ(|0D

α
xu(x)|

p−2
0D
α
xu(x)) = λ|u(x)|

p−2u(x) + b(x)|u(x)|q−1u(x),∀x ∈ [0,Λ], u(0) = u(Λ) = 0.

The next Theorem 3.1 shows that the function of the problem P0 is Jλ ∈ C1(Eα,p
0 [0,Λ], R).
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Theorem 3.1. Let Jλ : Eα,p
0 [0,Λ] −→ R defined by

Jλ(u) =
1
p

∫
[0,Λ]

| 0D
α
xu|

pdx−
λ

p

∫
[0,Λ]

|u|pdx−
1

q+ 1

∫
[0,Λ]

b|u|q+1dx.

Then, Jλ ∈ C1(Eα,p
0 [0,Λ], R) with

J ′λ(u)v =

∫
[0,Λ]

|0D
α
xu|

p−2
0D
α
xu 0D

α
x vdx−

∫
[0,Λ]

λ|u|p−2uvdx−

∫
[0,Λ]

b|u|q−1uvdx; ∀v ∈ Eα,p
0 [0,Λ].

Proof. Given 1 < q < p− 1, 2 < p < ∞, 1
p < α < 1 and v ∈ C∞0 [0,Λ], the variation formulation of the

problem P0 is:∫
[0,Λ]

xD
α
Λ(|0D

α
xu|

p−2
0D
α
xu)ϕdx =

∫
[0,Λ]

λ|u|p−2uϕdx+

∫
[0,Λ]

b|u|q−1uϕ, ∀ϕ ∈ C∞0 [0,Λ],∫
[0,Λ]

|0D
α
xu|

p−2
0D
α
xu 0D

α
xϕdx =

∫
[0,Λ]

λ|u|p−2uϕdx+

∫
[0,Λ]

b|u|q−1uϕdx, ∀ϕ ∈ C∞0 [0,Λ],∫
[0,Λ]

|0D
α
xu|

p−2
0D
α
xu 0D

α
x vdx =

∫
[0,Λ]

λ|u|p−2uvdx+

∫
[0,Λ]

b|u|q−1uvdx, ∀v ∈ C∞0 [0,Λ],∫
[0,Λ]

|0D
α
xu|

p−2
0D
α
xu 0D

α
x vdx =

∫
[0,Λ]

λ|u|p−2u vdx+

∫
[0,Λ]

b|u|q−1uvdx, ∀v ∈ Eα,p
0 [0,Λ],

J ′λ(u)v =

∫
[0,Λ]

|0D
α
xu|

p−2
0D
α
xu 0D

α
x vdx−

∫
[0,Λ]

λ|u|p−2uvdx−

∫
[0,Λ]

b|u|q−1uvdx; ∀v ∈ Eα,p
0 [0,Λ].

(3.1)

If this function is the derivative of a functional for some u ∈ Eα,p
0 [0,Λ] then we have a variational formu-

lation, with Jλ : Eα,p
0 [0,Λ]→ R and

Jλ(u) =
1
p

∫
[0,Λ]

| 0D
α
xu|

pdx−
λ

p

∫
[0,Λ]

|u|pdx−
1

q+ 1

∫
[0,Λ]

b|u|q+1dx, ∀u ∈ Eα,p
0 [0,Λ].

According to the Theorem 3.1, Jλ is a functional in C1(Eα,p
0 [0,Λ], R) with the derivative of Gateaux on

u ∈ Eα,p
0 [0,Λ] given by (3.1) for every address v ∈ Eα,p

0 [0,Λ]. In this case, u ∈ Eα,p
0 [0,Λ] is a weak solution

for the problem P0 if and only if it is a critical point of the functional Jλ. The following Lemma explains
the behavior of the energy functional Jλ(u) in the fractional space Eα,p

0 [0,Λ].

Lemma 3.2.

(i) Suppose λ < λ1, then, Jλ is lower bounded on Eα,p
0 [0,Λ].

(ii) If λ > λ1, then Jλ is not lower bounded.

Proof.

(i) The first eigenvalue λ1 of problem P0 is:

λ1 = min
u∈Eα,p

0

∫Λ
0 | 0D

α
xu(x)|

pdx∫Λ
0 |u(x)|pdx

, u 6= 0,

Also

λ1

∫
[0,Λ]

|u|pdx 6
∫
[0,Λ]

|0D
α
xu|

pdx,

λ1

∫
[0,Λ]

|u|pdx− λ

∫
[0,Λ]

|u|pdx 6
∫
[0,Λ]

| 0D
α
xu|

pdx− λ

∫
[0,Λ]

|u|pdx,∫
[0,Λ]

| 0D
α
xu|

pdx− λ

∫
[0,Λ]

|u|pdx > (λ1 − λ)

∫
[0,Λ]

|u|pdx, ∀u ∈ Eα,p
0 .

(3.2)
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Then, we have

Jλ(u) >
(λ1 − λ)

p

∫
[0,Λ]

|u|pdx−
1

q+ 1

∫
[0,Λ]

b|u|q+1dx,

and

Jλ(u) >
1
p
(λ1 − λ)

∫
[0,Λ]

|u|pdx−
b̄

q+ 1

∫
|u|q+1dx,

Jλ(u) >
1
p
(λ1 − λ)

∫
[0,Λ]

|u|pdx−
b̄

q+ 1
|Λ|1−(q+1)/p

(∫
|u|pdx

)(q+1)/p

.
(3.3)

Therefore, Jλ is lower bounded on Eα,p
0 [0,Λ] when λ < λ1.

(ii) If λ > λ1, we look at the address of the primary eigenfunction φ1 ∈ Eα,p
0 , and we see that, when

t→∞, the functional Jλ goes to −∞, that is

lim
t→∞ Jλ(tφ1) = lim

t→∞
[
λ1

p

∫
[0,Λ]

|tφ1|
pdx−

λ

p

∫
[0,Λ]

|tφ1|
pdx−

1
q+ 1

∫
[0,Λ]

b|tφ1|
q+1dx

]
,

lim
t→∞ Jλ(tφ1) = lim

t→∞ |t|p
[
(λ1 − λ)

p

∫
[0,Λ]

|φ1|
pdx−

1
(q+ 1)tp−(q+1)

∫
[0,Λ]

b|φ1|
q+1dx

]
,

we have that lim
t→∞ Jλ(tφ1) = −∞, therefore, Jλ is not lower bounded on Eα,p

0 [0,Λ] when λ > λ1.

Minimization is not possible in the entire space Eα,p
0 [0,Λ]. In this case, we can consider the Nehari

Manifold [22] for the problem P0 defined by:

Nλ = {u ∈ Eα,p
0 [0,Λ] : 〈J ′λ(u),u〉 = 0,u 6= 0}. (3.4)

The set Nλ (3.4) to be Negari manifold should satisfy some condition, such as Nλ 6= ∅, closed and C1

class.
The next proposition shows that Nλ is closed in Eα,p

0 [0,Λ].

Proposition 3.3. There exists c0 > 0 such that ‖u‖Eα,p
0 [0,Λ] > c0 for all u ∈ Nλ. Consequently, Nλ is a closed

subset of Eα,p
0 [0,Λ].

Proof. From the Poincaré inequality [18, Proposition 2.6], we have

‖u‖Lp 6
Λα

Γ(α+ 1)
‖0D

α
t u‖Lp =

Λα

Γ(α+ 1)
‖u‖Eα,p

0 [0,Λ].

Additionally, as b ∈ L∞[0,Λ] by continuous injection Lp[0,Λ] ↪→ Lq+1[0,Λ], there exists a constant c, such
that ‖u‖Lq+1[0,Λ] 6 c‖u‖Lp[0,Λ]; now considering b < ‖b‖L∞[0,Λ], it follows that:∫

[0,Λ]
b|u|q+1dx < ‖b‖L∞[0,Λ]‖u‖

q+1
Lq+1 < ‖b‖L∞[0,Λ]c

q+1‖u‖q+1
Lp < ‖b‖L∞[0,Λ]c

q+1 Λα

Γ(α+ 1)
‖u‖Eα,p

0 [0,Λ].

Because u ∈ Nλ, we have that∫
[0,Λ]

| 0D
α
xu|

pdx− λ

∫
[0,Λ]

|u|pdx−

∫
[0,Λ]

b|u|q+1dx = 0,∫
[0,Λ]

| 0D
α
xu|

pdx− λ

∫
[0,Λ]

|u|pdx =

∫
[0,Λ]

b|u|q+1dx,∫
[0,Λ]

| 0D
α
xu|

pdx+

∫
[0,Λ]

|u|pdx−

∫
[0,Λ]

|u|pdx− λ

∫
[0,Λ]

|u|pdx =

∫
[0,Λ]

b|u|q+1dx,

‖u‖p
E
α,p
0 [0,Λ]

− (1 + λ)‖u‖pLp =

∫
[0,Λ]

b|u|q+1dx < ‖b‖L∞[0,Λ]c
q+1 Λα

Γ(α+ 1)
‖u‖q+1

E
α,p
0 [0,Λ]

,

‖u‖p
E
α,p
0 [0,Λ]

6 (1 + λ)
Λα

Γ(α+ 1)
‖u‖p

E
α,p
0 [0,Λ]

+ ‖b‖L∞[0,Λ]c
q+1 Λα

Γ(α+ 1)
‖u‖q+1

E
α,p
0 [0,Λ]

.
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Considering c1 = (1 + λ) Λα

Γ(α+1) and c2 = ‖b‖L∞[0,Λ]c
q+1 Λα

Γ(α+1) , we have the next inequality,

‖u‖p
E
α,p
0 [0,Λ]

6 c1‖u‖pEα,p
0 [0,Λ]

+ c2‖u‖q+1
E
α,p
0 [0,Λ]

,

‖u‖p
E
α,p
0 [0,Λ]

> −c1‖u‖pEα,p
0 [0,Λ]

+ c2‖u‖q+1
E
α,p
0 [0,Λ]

,

‖u‖Eα,p
0 [0,Λ] > [

c2

1 + c1
]

1
p−(q+1) = c0 > 0.

That is, ‖u‖Eα,p
0 [0,Λ] > c0 > 0, ∀u ∈ Nλ, therefore, Nλ is a closed subset of Eα,p

0 [0,Λ].

For the functional Jλ, minimizing points should be coercive and lower bounded on Nλ. The following
Theorem 3.4 shows this.

Theorem 3.4. The functional Jλ is coercive and lower bounded on Nλ.

Proof. From the definition of Jλ, as well as b ∈ L∞[0,Λ], using equivalence (2.5) and continuous injection
of Lp[0,Λ] ↪→ Lq+1[0,Λ], there exists C1 such that ‖u‖Lq+1[0,Λ] 6 C1‖u‖Lp[0,Λ] :

Jλ(u) >
1
p
‖u‖Eα,p

0 [0,Λ] −
λ

p
‖u‖p

Lp[0,Λ] −
1

q+ 1
‖b‖∞C1‖u‖q+1

Lp[0,Λ].

Also, from the continuous injection of Eα,p
0 [0,Λ] ↪→ Lp[0,Λ], there exists C2 such that ‖u‖Lp[0,Λ] 6

C2‖u‖Eα,p
0 [0,Λ]. Having

Jλ(u) >
1
p
‖u‖p

E
α,p
0 [0,Λ]

−
λ

p
C2‖u‖pEα,p

0 [0,Λ]
−

1
q+ 1

‖b‖∞C1C2‖u‖q+1
E
α,p
0 [0,Λ]

,

implies that:

Jλ(u) >

(
1
p
−
λ

p
C2

)
‖u‖p

E
α,p
0 [0,Λ]

−
1

q+ 1
‖b‖∞C3‖u‖q+1

E
α,p
0 [0,Λ]

.

Because 1 < q < p− 1, then 2 < q+ 1 < p, and it follows that

Jλ(u)→ +∞, when ‖u‖Eα,p
0 ([0,Λ]) →∞.

The functional Jλ is bounded below. Indeed, if Jλ is coercive and given M = 1, there exists R > 0 such
that:

Jλ(u) > 1 for ‖u‖Eα,p
0 ([0,Λ]) > R. (3.5)

If u ∈ Eα,p
0 [0,Λ] and ‖u‖Eα,p

0 [0,Λ] 6 R, then

|Jλ(u)| 6
1
p
‖u‖p

E
α,p
0 [0,Λ]

+
λ

p
‖u‖p

Lp[0,Λ] +
1

q+ 1
‖b‖∞C1‖u‖q+1

Lp[0,Λ]

6
1
p
‖u‖p

E
α,p
0 ([0,Λ])

+
λ

p
C2‖u‖pEα,p

0 [0,Λ]
+

1
q+ 1

‖b‖∞C1C2‖u‖q+1
E
α,p
0 [0,Λ]

6
1
p
Rp +

λ

p
C2R

p +
1

q+ 1
‖b‖∞C3R

q+1 = K.

Therefore, we have
Jλ(u) > −K. (3.6)

From (3.5) and (3.6):
Jλ(u) > −K, ∀u ∈ Eα,p

0 [0,Λ],

proving that Jλ is lower bounded in Eα,p
0 [0,Λ].
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The Nehari Manifold is associated with the behavior of Fibering maps of the form φu(t) : t 7→
Jλ(tu) (t > 0). The Fibering maps were introduced by Drabek and Pohozaev [9] and by Brown and
Zhang [4]. The fiber map for problem P0 is defined by following.

Definition 3.5. Let t ∈ R+, the Fibering maps φu : R+ → R are defined by

φu(t) = Jλ(tu) =
tp

p

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx−
tq+1

q+ 1

∫
[0,Λ]

b|u|q+1dx.

Then, the derivative of φu(t), is:

φ ′u(t) = J
′
λ(tu)u = tp−1

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− tq
∫
[0,Λ]

b|u|q+1dx. (3.7)

Because t > 0 it follows from (3.7) that

φ ′u(t) =
1
t
J ′λ(tu)tu. (3.8)

This result implies that t > 0 is the critical point of φu if and only if tu ∈ Nλ; for example, u ∈ Nλ if and
only if t = 1 is a critical point of φu. Thus, the task of proving that Nλ 6= ∅ can be replaced by finding
critical points for the Fibering maps. Explicitly finding the critical points of φu is infeasible; thus, the
following helper function is defined:

mu(t) =

∫
[0,Λ]

| 0D
α
xu|

pdx− tq−(p−1)
∫
[0,Λ]

b|u|q+1dx. (3.9)

The derivative of (3.9) is:

m ′u(t) = [(p− 1) − q] tq−p
∫
[0,Λ]

b|u|q+1dx, m ′′u(t) = [(p− 1) − q] (q− p)tq−p−1
∫
[0,Λ]

b|u|q+1dx. (3.10)

Factoring tp−1 in the equation (3.7), we have:

φ ′u(t) = t
p−1

(∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− tq−(p−1)
∫
[0,Λ]

b|u|q+1dx

)
= tp−1

(∫
[0,Λ]

| 0D
α
xu|

pdx− tq−(p−1)
∫
[0,Λ]

b|u|q+1dx−

∫
[0,Λ]

λ|u|pdx

)
= tp−1

(
mu(t) −

∫
[0,Λ]

λ|u|pdx

)
.

(3.11)

Thus, from (3.11) and (3.8), we obtain

tu ∈ Nλ ⇔ φ ′u(t) = 0⇔ mu(t) = λ

∫
[0,Λ]

|u|pdx, t > 0. (3.12)

Remark 3.6. Given t > 0 will be a critical point of φu if and only if, it is a solution of the equation

mu(t) = λ

∫
[0,Λ]

|u|pdx. (3.13)

If u ∈ Nλ, then t = 1 is a critical point of the function φu. Thus, the critical point can be characterized
according to the sign of the second derivative of φu, that is, verifying if φ ′′u(1) > 0, φ ′′u(1) < 0, o φ ′′u(1) =
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0. With problem P0, this characterization is equivalent to verifying if the critical point is a local minimum,
local maximum or inflection point. Thus, the second derivative of φu is:

φ ′′u(t) = (p− 1)tp−2
∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− qtq−1
∫
[0,Λ]

b|u|q+1dx

=
1
t2

(
(p− 1)

∫
[0,Λ]

(| 0D
α
x tu|

p − λ|tu|p)dx− q

∫
[0,Λ]

b|tu|q+1dx

)
=

1
t2φ

′′
tu(1), t > 0.

(3.14)

Thus, similar to the method used by Tarantello [29], Nλ is subdivided into three subsets:

N+
λ =
{
u ∈ Nλ : φ ′′u(1) > 0

}
, N−

λ =
{
u ∈ Nλ : φ ′′u(1) < 0

}
, N0

λ =
{
u ∈ Nλ : φ ′′u(1) = 0

}
.

(3.14) and (3.10) imply that:

φ ′′u(t) =
1
t2φ

′′
tu(1) = t

p−1m ′u(t). (3.15)

Equation (3.15) tells us that to characterize a critical point of φu, it is sufficient to observe the sign of the
first derivative of m ′u relative to that point. Once the subsets of Nλ have been defined, we are in a position
to state the following theorem, which gives us a sufficient condition for the set Nλ to be a differentiable
variety.

Theorem 3.7. If N0
λ = ∅, then the set Nλ is a manifold of class C1[0,Λ].

Proof. We have Nλ = G−1
λ ({0}), where Gλ : Eα,p

0 [0,Λ] \{0} −→ R, is a function defined by

Gλ(u) = 〈J ′λ(u),u〉 =
∫
[0,Λ]

| 0D
α
xu|

pdx− λ

∫
[0,Λ]

|u|pdx−

∫
[0,Λ]

b|u|q+1dx, (3.16)

where Gλ is a function of class C1[0,Λ], whose gateaux derivative is u ∈ Eα,p
0 [0,Λ] \{0}, in the direction of

vector v, which is given by

〈G ′λ(u), v〉 = p
∫
[0,Λ]

| 0D
α
xu|

p−1
0D
α
x vdx− λp

∫
[0,Λ]

|u|p−1vdx− (q+ 1)
∫
[0,Λ]

b|u|q−1uvdx.

We want to prove that Nλ = G−1
λ ({0}) is a variety. 0 will be proved to be a regular value of Gλ(u), which

is equivalent to proving that, for all u ∈ Nλ, the function Gλ : Eα,p
0 [0,Λ] \{0} −→ R is surjective. Thus,

there exists v ∈ Eα,p
0 [0,Λ] such that 〈G ′λ(u), v〉 6= 0. However, because u ∈ Nλ, just taking v = u, we have

〈G ′λ(u),u〉 = p
∫
[0,Λ]

| 0D
α
xu|

pdx− λp

∫
[0,Λ]

|u|pdx− (q+ 1)
∫
[0,Λ]

b|u|q+1dx

= (p− 1)
∫
[0,Λ]

| 0D
α
xu|

pdx− λ(p− 1)
∫
[0,Λ]

|u|pdx−

∫
[0,Λ]

b|u|q+1dx

+

∫
[0,Λ]

| 0D
α
xu|

pdx− λ

∫
[0,Λ]

|u|pdx− q

∫
[0,Λ]

b|u|q+1dx

= φ ′′u(1) + 〈J ′λ(u),u〉 = φ ′′u(1).

(3.17)

Because N0
λ = ∅, we have φ ′′u(1) 6= 0, and therefore, Gλ : Eα,p

0 [0,Λ] \{0} −→ R is surjective for every
u ∈ Nλ. The proof is thus concluded.

The following proposition relates the Nehari manifold and fibering maps.
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Remark 3.8. Given u ∈ Nλ, we can write the functional Jλ : Eα,p
0 [0,Λ]→ R as

Jλ(u) =

(
1
p
−

1
q+ 1

) ∫
[0,Λ]

b|u|q+1dx

as a consequence of ∫
[0,Λ]

(| 0D
α
xu|

pdx− λ|u|p)dx =

∫
[0,Λ]

b|u|q+1dx. (3.18)

Remark 3.9. If u ∈ Nλ, that is, if φ ′u(1) = 0, from (3.18) and (3.14), we have

φ ′′u(1) = [(p− 1) − q]
∫
[0,Λ]

b|u|q+1dx. (3.19)

Lemma 3.10. If tu ∈ Nλ, it follows from (3.19) and (3.10) that

φ ′′tu(1) = t
p+1m ′u(t).

Proof. If φ ′u(1) = 0 of (3.7), we have:

φ ′′u(1) = [(p− 1) − q]
∫
[0,Λ]

b|u|q+1dx.

Then, letting tu ∈ Nλ, we have

φ ′′tu(1) = [(p− 1) − q] tq+1
∫
[0,Λ]

b|u|q+1dx = tp+1.tq−p [(p− 1) − q]
∫
[0,Λ]

b|u|q+1dx.

From (3.10), we have
φ ′′tu(1) = t

p+1m ′u(t).

Lemma 3.11. Given u ∈ Nλ and mu(t) defined in (3.9) implies that:

u ∈ N+
λ ⇐⇒ m ′u(t) > 0 and u ∈ N−

λ ⇐⇒ m ′u(t) < 0.

Proof. This result follows from Lemma (3.10):

tu ∈ N+
λ ⇐⇒ φ ′′(1)⇐⇒ m ′u(t) > 0, tu ∈ N−

λ ⇐⇒ φ ′′(1)⇐⇒ m ′u(t) < 0.

The following lemma exhibits a sufficient condition for minimization over Nehari to generate critical
points for the functional Jλ.

Lemma 3.12. Suppose that u0 ∈ Nλ is a local maximum or minimum point for Jλ in Nλ. Therefore, if u0 /∈ N0
λ,

then u0 is a critical point of Jλ at Eα,p
0 .

Proof. If u0 is a local maximum or minimum point of Jλ in Nλ, then u0 is a solution of the following
optimization problem:

Maximize(Minimize) Jλ subject to Nλ, where Nλ = G−1
λ {0} and Gλ defined in (3.16).

Then, by Lagrange’s Multipliers Theorem, there exists δ ∈ R such that:

〈J ′λ(u0), v〉 = δ 〈G ′(u0), v〉, for all v ∈ Eα,p
0 [0, λ]. (3.20)

Taking v = u0 and considering that u0 ∈ Nλ, it follows from (3.17) that 〈G ′(u0),u0〉 = φ ′′u0
(1), which is

different from zero, by hypothesis. Therefore, from (3.20) it follows that δ = 0. Therefore, u0 is the critical
point of Jλ.
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3.1. Behavior of the function mu
The behavior of the functionsmu and φu depend on the sign of the integrals

∫
[0,Λ](| 0D

α
xu|

p−λ|u|p)dx

and
∫
[0,Λ] b|u|

q+1dx, (in the graphs, A(u) is
∫
[0,Λ] | 0D

α
xu|

pdx and H(u) is
∫
[0,Λ] |u|

pdx). We present all
possible cases for the behavior of the function mu:

Case A. If
∫
[0,Λ] b|u|

q+1dx > 0, the function mu satisfies the following properties.
(a) We deduce from (3.10) that mu is a strictly increasing function on 〈0,+∞〉.
(b) If t = 0, the derivative of the function mu is not defined.
(c) lim

t→∞mu(t) =
∫
[0,Λ] | 0D

α
xu|

pdx (see graph (a) in Figure 1)
(d) lim

t→0+
mu(t) = −∞.

(e) If
∫
[0,Λ] (| 0D

α
xu|

p − λ|u|p)dx < 0, then there is no value t that it is a critical point and
therefore that it satisfies the equivalence (3.12).

(f) If
∫
[0,Λ] (| 0D

α
xu|

p − λ|u|p)dx > 0, there is only one value t =
[ ∫

[0,Λ] b|u|
q+1dx∫

[0,Λ](| 0Dαxu|
p−λ|u|p)dx

] 1
(p−1−q)

,

which is a critical point and thus satisfies the equivalence (3.12).

(a)
∫
[0,Λ] b|u|

q+1dx > 0 (b)
∫
[0,Λ] b|u|

q+1dx < 0

Figure 1: Possible graph of the function mu.

Case B. If
∫
[0,Λ] b|u|

q+1dx < 0, then the function mu satisfies the following properties.
(a) We deduce from (3.10) that mu is a strictly decreasing function 〈0,+∞〉.
(b) If t = 0, the derivative of the function mu is not defined.
(c) lim

t→∞mu(t) =
∫
[0,Λ] | 0D

α
xu|

pdx (see graph (b) in Figure 1).
(d) lim

t→0+
mu(t) = +∞.

(e) If
∫
[0,Λ] (| 0D

α
xu|

p − λ|u|p)dx > 0, then there is no value t that it is a critical point and
therefore that it satisfies the equivalence (3.12)

(f) If
∫
[0,Λ] (| 0D

α
xu|

p − λ|u|p)dx < 0, then there is only one value of

t =

[ ∫
[0,Λ] b|u|

q+1dx∫
[0,Λ](| 0Dαxu|

p − λ|u|p)dx

] 1
(p−1−q)

,

which is a critical point and thus satisfies the equivalence (3.12).

Thus, we can conclude that if
∫
[0,Λ] (| 0D

α
xu|

p − λ|u|p)dx,
∫
[0,Λ] b|u|

q+1dx have the same sign, then for
u ∈ Eα,p

0 [0,Λ], the function φu has a unique critical point at t, therefore, there exists t ∈ R such that
tu ∈ Nλ. If

∫
[0,Λ] (| 0D

α
xu|

p − λ|u|p)dx and
∫
[0,Λ] b|u|

q+1dx have different signs, then φu does not have
critical points; therefore, there are no multiples of u in Nλ.
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(a)
∫
[0,Λ] | 0D

α
xu|

pdx > λ
∫
[0,Λ] |u|

pdx (b)
∫
[0,Λ] | 0D

α
xu|

pdx < λ
∫
[0,Λ] |u|

pdx

Figure 2: Possible graph of the function mu in Case B.

3.2. Analysis of Fibering maps
Using the behavior of auxiliary function mu, we analyze the fiber maps considering four cases.

Case1. If
∫
[0,Λ] b|u|

q+1dx < 0 and
∫
[0,Λ] (| 0D

α
xu|

pdx− λ|u|p)dx > 0, then we have the scenario described
in property (e) of f

¯
Case B, which is shown in graph (a) of Figure 2. Then, φu(t) is increasing (see graph

(b) of Figure 3) because (3.7) we have that φ ′u(t) > 0. Thus, the equivalence (3.12) is not fulfilled; therefore,
it is concluded that no multiple of u is in Nλ.

(a) Graph of mu (b) Graph of φu

Figure 3: Possible graph of the function φu in Case 1.

Case2. If
∫
[0,Λ] b|u|

q+1dx < 0 and
∫
[0,Λ] (| 0D

α
xu|

pdx− λ|u|p)dx < 0, then we have the scenario described
in the property (f) of Case B, this is observed in (b) of Figure 2. Also, we have that mu(t) is continuous
and lim

t→0
mu(t) =∞; thus, for a sufficiently small t1, we have:

mu(t1) > λ

∫
[0,Λ]

|u|pdx.

Additionally, λ
∫
[0,Λ] |u|

pdx >
∫
[0,Λ] |0D

α
xu|

pdx and lim
t→0

mu(t) =
∫
[0,Λ] |0D

α
xu|

pdx, then there exists a t2

that is sufficiently large such that:

mu(t2) < λ

∫
[0,Λ]

|u|pdx.

Defining mu : [t1, t2]→ R, mu(t) is a continuous function with:

mu(t1) < λ

∫
[0,Λ]

|u|pdx < mu(t2),
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Then, by the intermediate value theorem, there exists tu ∈ 〈t1, t2〉 such that

mu(tu) = λ

∫
[0,Λ]

|u|pdx.

Additionally

m ′u(t) = [(p− 1) − q] tq−p
∫
[0,Λ]

b|u|q+1dx.

Also
m ′u(t) < 0, since t > 0, 1 < q < p− 1, 2 < p <∞.

Therefore, mu(t) is a strictly decreasing function. Then, we can conclude that tu is unique, and the
equation (3.13) has a unique solution tu. We now proceed to prove that tuu ∈ Nλ. Because mu(t) has a
unique solution, substituting (3.13) into (3.9), we have

λ

∫
[0,Λ]

|u|pdx =

∫
[0,Λ]

| 0D
α
xu|

pdx− t
q−(p−1)
u

∫
[0,Λ]

b|u|q+1dx.

Thus ∫
[0,Λ]

| 0D
α
xu|

pdx− λ

∫
[0,Λ]

|u|pdx− t
q−(p−1)
u

∫
[0,Λ]

b|u|q+1dx = 0. (3.21)

Multiplying equation (3.21) by tp−1
u , we obtain:

tp−1
u

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− tqu

∫
[0,Λ]

b|u|q+1dx = 0, (3.22)

which is the same as J ′λ(tuu)tuu = 0.. As a consequence, tuu ∈ Nλ. Given tuu ∈ Nλ, m ′u(tu) < 0 and
t > 0, by remark 3.10:

φ ′′tuu(1) = t
p+1m ′u(tu) < 0.

Thus, tuu ∈ N−
λ . Also, φ ′u(tu) = 0, which means that φu has a single critical point at t = tu, which is a

local maximum point. From (3.22), we know that

tp−1
u

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− tqu

∫
[0,Λ]

b|u|q+1dx = 0. (3.23)

Dividing the equation (3.23) by tu 6= 0, we have

tp−2
u

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− tq−1
u

∫
[0,Λ]

b|u|q+1dx = 0.

Also

lim
t→∞φu(t) = lim

t→∞
[
tp

p

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx−
tq+1

q+ 1

∫
[0,Λ]

b|u|q+1dx

]
= −∞,

and

lim
t→0+

φu(t) = lim
t→0+

[
tp

p

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx−
tq+1

q+ 1

∫
[0,Λ]

b|u|q+1dx

]
= 0.

Based on this analysis, the graph of φu is similar to (b) of Figure 4.
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(a) Graph of mu (b) Graph of φu

Figure 4: Possible graph of φu in Case 2.

(a)
∫
[0,Λ] | 0D

α
xu|

pdx < λ
∫
[0,Λ] |u|

pdx (b)
∫
[0,Λ] | 0D

α
xu|

pdx > λ
∫
[0,Λ] |u|

pdx

Figure 5: Possible graph of the function mu in Case A.

Case3. If
∫
[0,Λ] b|u|

q+1dx > 0 and
∫
[0,Λ] (| 0D

α
xu|

pdx− λ|u|p)dx > 0, then we have the scenario described
in property (f) of Case A, which is observed in graph (a) of Figure 5. Also

lim
t→∞mu(t) = lim

t→∞
[∫

[0,Λ]
| 0D

α
xu|

pdx− tq−(p−1)
∫
[0,Λ]

b|u|q+1dx

]
=

∫
[0,Λ]

| 0D
α
xu|

pdx > λ

∫
[0,Λ]

|u|pdx

and

lim
t→0+

mu(t) = lim
t→0+

[∫
[0,Λ]

| 0D
α
xu|

pdx− tq−(p−1)
∫
[0,Λ]

b|u|q+1dx

]
= −∞.

Because mu(t) is a continuous function with

lim
t→0+

mu(t) < λ

∫
[0,Λ]

|u|pdx < lim
t→∞mu(t),

by the intermediate value theorem, there exists tu ∈ 〈0,+∞〉 such that

mu(tu) = λ

∫
[0,Λ]

|u|pdx.

Also
m ′u(t) = [(p− 1) − q] tq−p

∫
[0,Λ]

b|u|q+1dx
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and
m ′u(t) > 0, since t > 0, 1 < q < p− 1, 2 < p <∞.

Thus, mu is a strictly increasing function, and we conclude that the equation (3.13) has tu as a unique
solution. Similarly, tuu ∈ Nλ. Because mu(t) has a unique solution, substituting (3.13) into (3.9), we have

λ

∫
[0,Λ]

|u|pdx =

∫
[0,Λ]

| 0D
α
xu|

pdx− t
q−(p−1)
u

∫
[0,Λ]

b|u|q+1dx.

Thus ∫
[0,Λ]

| 0D
α
xu|

pdx− λ

∫
[0,Λ]

|u|pdx− t
q−(p−1)
u

∫
[0,Λ]

b|u|q+1dx = 0. (3.24)

Multiplying equation (3.24) by tp−1
u , we have

tp−1
u

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− tqu

∫
[0,Λ]

b|u|q+1dx = 0,

which is the same as J ′λ(tuu)tuu = 0. Thus, tuu ∈ Nλ. Because tuu ∈ Nλ, m ′u(tu) > 0 and t > 0

φ ′′tuu(1) = t
p+1m ′u(tu) > 0,

that is, tuu ∈ N+
λ . Also, φ ′u(tu) = 0, meaning that φu has a critical point that is a local minimum point at

t = tu. Indeed

tp−1
u

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− tqu

∫
[0,Λ]

b|u|q+1dx = 0. (3.25)

Dividing equation (3.25) by tu yields

tp−2
u

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx− tq−1
u

∫
[0,Λ]

b|u|q+1dx = 0.

Also

lim
t→∞φu(t) = lim

t→∞
[
tp

p

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx−
tq+1

q+ 1

∫
[0,Λ]

b|u|q+1dx

]
=∞

and

lim
t→0+

φu(t) = lim
t→0+

[
tp

p

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx−
tq+1

q+ 1

∫
[0,Λ]

b|u|q+1dx

]
= 0.

From this analysis, we conclude that the graph of φu is like (b) of Figure 6.
Case4. If

∫
[0,Λ] b|u|

q+1dx > 0 and
∫
[0,Λ] | 0D

α
xu|

p−λ
∫
[0,Λ] |u|

pdx < 0, thus, we have the scenario described
in property (e) of Case A, which is observed in graph (b) of Figure 5. Then, φu(t) is decreasing (see graph
(b) of Figure 7). Also, because (3.14), φ ′u(t) < 0. Thus, the equivalence (3.12) is not satisfied; therefore, it
is concluded that no multiple of u is in Nλ.

After this analysis, we can now define:

L+(λ) =

{
u ∈ Eα,p

0 : ‖u‖ = 1,
∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx > 0
}

,

B+ =

{
u ∈ Eα,p

0 : ‖u‖ = 1,
∫
[0,Λ]

b|u|q+1dx > 0
}

.

Analogously, we can define L−(λ),B−,L0(λ),B0. In an appropriate way, we can state the following.

(i) If u ∈ L+(λ)∩B+, then t→ φu(t) has a local minimum t = t(u) y t(u)u ∈ N+
λ .

(ii) If u ∈ L−(λ)∩B−, then t→ φu(t) has a local maximum t = t(u) and t(u)u ∈ N−
λ .

(iii) If u ∈ L+(λ)∩B−, then t→ φu(t) is strictly increasing and no multiple of u is in Nλ.
(iv) If u ∈ L−(λ)∩B+, then t→ φu(t) is strictly decreasing and no multiple of u is in Nλ;



R. A. Sanchez-Ancajima, L. J. Caucha, J. Math. Computer Sci., 30 (2023), 226–254 241

(a) Graph of mu (b) Graph of φu

Figure 6: Possible graph of φu in Case 3.

(a) Graph of mu (b) Graph of φu

Figure 7: Possible graph of φu in Case 4.

3.3. Properties of the Nehari manifold Nλ
In this section, we discuss the fundamental role that the condition L−(λ) ⊆ B− plays in determining

the nature of the Nehari manifold.

• When λ < λ1, by (3.2), we have
∫
[0,Λ] (| 0D

α
xu|

p − λ|u|p)dx > 0, for all u ∈ Eα,p
0 [0,Λ]. Therefore,

L+(λ) = {u ∈ Eα,p
0 [0,Λ] : ‖u‖ = 1}

and L−(λ) = ∅, L0(λ) = ∅.

• When λ = λ1, we have L−(λ) = ∅, L0(λ) = {φ1}.

• When λ > λ1, L−(λ) is nonempty.

According to the previous considerations, the condition L−(λ) ⊆ B− is always fulfilled when λ < λ1,
because the set L−(λ) = ∅ in this case.

Theorem 3.13. Assuming that there exists λ̂ such that, for all λ < λ̂, L−(λ) ⊆ B−, then, ∀λ < λ̂, it holds that:

(i) L0(λ) ⊆ B− and so L0(λ)∩B0 = ∅;
(ii) N+

λ , is bounded;
(iii) 0 /∈ N−

λ , and N−
λ is closed;
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(iv) N+
λ ∩N

−
λ = ∅.

Proof.

(i). Suppose by contradiction that L0(λ) * B−. Then, there exists u ∈ L0(λ) such that u /∈ B−. Then

u ∈ L0(λ)⇒ u ∈ Eα,p
0 [0,Λ], ‖u‖ = 1,

∫
[0,Λ]

(| 0D
α
xu|

pdx− λ|u|p)dx = 0,

and

u /∈ B− ⇒
∫
[0,Λ]

b

(
|u|

‖u‖

)q+1

dx > 0.

If λ < µ < λ̂, then

0 =

∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx >

∫
[0,Λ]

(| 0D
α
xu|

p − µ|u|p)dx⇒ u ∈ L−(µ),

so that L−(µ) * B−, and what we obtained contradicts the hypothesis of the theorem. Then, L0(λ) ⊆ B−

and being B− ∩B0 = ∅, we have L0(λ)∩B0 = ∅.
(ii). Suppose that N+

λ , is not bounded. Then, there exists {un} ⊆ N+
λ , such that ‖un‖ →∞ when n→∞.

Let vn = un
‖un‖ . Thus, we have that {vn} is bounded, and without loss of generality, it can be assumed

that vn ⇀ v0 in Eα,p
0 [0,Λ]. Thus, vn → v0 in Lp([0,Λ]) and in Lq+1([0,Λ]), because 1 < q < p− 1. Like

un ∈ N+
λ : ∫

[0,Λ]
b|vn|

q+1dx =
1

‖un‖q+1

∫
[0,Λ]

b|un|
q+1dx > 0,

Also ∫
[0,Λ]

b|v0|
q+1dx > 0. (3.26)

Because un ∈ N+
λ ⊆ Nλ, we have∫

[0,Λ]
(| 0D

α
xun|

p − λ|un|
p)dx =

∫
[0,Λ]

b|un|
q+1dx.

Then, dividing by ‖un‖p yields∫
[0,Λ]

(
| 0D

α
xun|

p

‖un‖p
− λ

|un|
p

‖un‖p

)
dx =

∫
[0,Λ]

b
|un|

q+1

‖un‖q+1
‖un‖q+1

‖un‖p
dx,∫

[0,Λ]
(| 0D

α
x vn|

p − λ|vn|
p)dx =

∫
[0,Λ]

b|vn|
q+1 1
‖un‖p−(q+1)dx→ 0,

on Lp([0,Λ]) because b|vn|q+1 is bounded on Lq+1([0,Λ]) and ‖un‖p−(q+1) → ∞. Suppose now that
vn 9 v0 in Eα,p

0 [0,Λ]. By the convergence theorem, we have∫
[0,Λ]

| 0D
α
x v0|

pdx < lim inf
n→∞

∫
[0,Λ]

| 0D
α
x vn|

p.

Also ∫
[0,Λ]

(| 0D
α
x v0|

p − λ|v0|
p)dx < lim

n→∞
∫
[0,Λ]

(| 0D
α
x vn|

p − λ|vn|
p)dx = 0

and thus, we have v0
‖v0‖ ∈ L−(λ). By hypothesis of the theorem, we have L−(λ) ⊆ B− and this allows

v0
‖v0‖ ∈ B−, which is a contradiction by (3.26). Now, suppose vn → v0 in Eα,p

0 [0,Λ]. Thus, ‖v0‖ = 1 and∫
[0,Λ]

(| 0D
α
x v0|

p − λ|v0|
p)dx = lim

n→∞
∫
[0,Λ]

(| 0D
α
x vn|

p − λ|vn|
p)dx = 0.
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Thus, v0 ∈ L0(λ) and for part (i) L0(λ) ⊆ B−, this allows us to obtain v0 ∈ B−, which is again a
contradiction, because ∫

[0,Λ]
b|v0|

q+1dx > 0.

Therefore, N+
λ is bounded.

(iii). Suppose 0 ∈ N−
λ ; then, there exists {un} ⊆ N−

λ such that limn→∞ un = 0.
Taking vn = un

‖un‖ , we have that {vn} is bounded, and it can be assumed, without a loss of generality,
that vn ⇀ v0 in Eα,p

0 . Thus, vn → v0 in LP([0,Λ]) and Lq+1([0,Λ]). Because un ∈ N−
λ ⊆ Nλ, we have∫

[0,Λ]
(| 0D

α
xun|

p − λ|un|
p)dx =

∫
[0,Λ]

b|un|
q+1dx < 0

and multiplying by ‖un‖−p, we obtain∫
[0,Λ]

(
| 0D

α
xun|

p

‖un‖p
− λ

|un|
p

‖un‖p

)
dx =

∫
[0,Λ]

b
|un|

q+1

‖un‖q+1
‖un‖q+1

‖un‖p
dx.

Then, we have ∫
[0,Λ]

(| 0D
α
x vn|

p − λ|vn|
p)dx =

1
‖un‖p−(q+1)

∫
[0,Λ]

b|vn|
q+1dx,

‖un‖p−(q+1)
∫
[0,Λ]

(| 0D
α
x vn|

p − λ|vn|
p)dx =

∫
[0,Λ]

b|vn|
q+1dx 6 0.

We know that {vn} is bounded on Eα,p
0 [0,Λ], b is regular on [0,Λ] and lim

n→∞ ‖un‖ = 0, and we obtain

lim
n→∞

∫
[0,Λ]

b|vn|
q+1dx = 0.

Thus ∫
[0,Λ]

b|v0|
q+1dx = 0. (3.27)

Because b|v0|
q+1 is bounded on [0,Λ] and the term ‖un‖p−(q+1) →∞. Suppose that vn → v0 in Eα,p

0 [0,Λ];
thus, ‖v0‖ = 1 and∫

[0,Λ]
(| 0D

α
x v0|

p − λ|v0|
p)dx = lim

n→∞
∫
[0,Λ]

(| 0D
α
x vn|

p − λ|vn|
p)dx 6 0,

which allows v0 ∈ L0(λ) or v0 ∈ L−(λ). Lλ ∈ B0(λ) by hypothesis of the theorem and L0(λ) ⊆ B− this for
(i). In both cases, we would have v0 ∈ B−, which contradicts (3.27). Thus, vn 9 v0 in Eα,p

0 [0,Λ]; thus, by
the convergence theorem, we have that:∫

[0,Λ]
| 0D

α
x v0|

pdx < lim
n→∞

∫
[0,Λ]

| 0D
α
x vn|

pdx.

Also, {vn} is bounded on Eα,p
0 [0,Λ] and by the dominated convergence theorem

lim
n→∞

∫
[0,Λ]

|vn|
pdx =

∫
[0,Λ]

lim
n→∞ |vn|

pdx.

Thus ∫
[0,Λ]

(| 0D
α
x v0|

p − λ|v0|
p)dx < lim

n→∞
∫
[0,Λ]

(| 0D
α
x vn|

p − λ|vn|
p)dx 6 0.



R. A. Sanchez-Ancajima, L. J. Caucha, J. Math. Computer Sci., 30 (2023), 226–254 244

Then, v0
‖v0‖ ∈ L−(λ) ∩ B0, which is again a contradiction, because L−(λ) ⊆ B− and in B− ∩ B0 = ∅.

Therefore, 0 /∈ N−
λ . Now, we continue with the proof that N−

λ is closed. To achieve this, we must show
that N−

λ ⊂ N
−
λ . Let {un} ⊆ N−

λ ; thus, there exists {un} ∈ N−
λ such that un → u into Eα,p

0 [0,Λ]. Therefore,
u ∈ N−

λ , and as we saw before, u cannot be identically null, that is, u 6= 0. Also, we have the following
result: ∫

[0,Λ]
(| 0D

α
xu|

p − λ|u|p)dx =

∫
[0,Λ]

b|u|α+1dx 6 0. (3.28)

If both integrals are equal to 0, then u
‖u‖ ∈ L0(λ)∩B0, which contradicts (i). Hence, by (3.28), both integrals

must be negative, which allows us to u ∈ N−
λ . Thus, N−

λ is closed.

(iv). Suppose that there exists u ∈ N+
λ ∩N

−
λ , because u ∈ N−

λ , by (iii), we have that u is not identically
null, that is, u 6= 0, and it is evident that ∫

[0,Λ]
b|u|q+1dx < 0.

Additionally, because u ∈ N+
λ , ∫

[0,Λ]
b|u|q+1dx > 0,

which is a contradiction because we would have to∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx =

∫
[0,Λ]

b|u|q+1dx = 0,

which is impossible. Therefore, we conclude that N+
λ ∩N

−
λ = ∅.

When analyzing the Fibering maps, we observed that Jλ(u) > 0 in N−
λ and Jλ(u) < 0 in N+

λ . That is,
the following theorem states that Jλ(u) > 0 in N−

λ and the behavior of Jλ(u) in N+
λ .

Theorem 3.14. Suppose that there exists λ̂ such that, for all λ < λ̂, L−(λ) ⊆ B−. Then, ∀λ < λ̂, it holds that
(hypothesis of Theorem 3.13):

(i) Jλ is lower bounded on N+
λ ;

(ii) inf
u∈N−

λ

Jλ(u) > 0, showing that N−
λ is nonempty.

Proof.

(i). The proof of (i) is an immediate consequence of the bounding of N+
λ .

(ii). Note that Jλ(u) > 0 for u ∈ N−
λ . Indeed, if u ∈ N−

λ then u ∈ Nλ and

Jλ(u) =

(
1
p
−

1
q+ 1

) ∫
[0,Λ]

(| 0D
α
xu|

p − λ|u|p)dx =

(
1
p
−

1
q+ 1

) ∫
[0,Λ]

b|u|q+1dx > 0.

Now, suppose that inf
u∈N−

λ

Jλ(u) = 0. Then, there exists {un} ⊆ N−
λ such that lim

n→∞ Jλ(un) = 0. By Theorem

2.11: ∫
[0,Λ]

(| 0D
α
xun|

p − λ| 0D
α
xun|

p)dx→ 0,
∫
[0,Λ]

b|u0|
q+1dx = lim

n→∞
∫
[0,Λ]

b|un|
q+1dx→ 0,

when n→∞.
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Now, let vn = un
‖un‖ , as 0 /∈ N−

λ ; then, ‖un‖ is bounded, that is, there exists C > 0 such that {‖un‖} > C.
Then

lim
n→∞

∫
[0,Λ]

(| 0D
α
x vn|

p − λ| 0D
α
x vn|

p)dx = lim
n→∞ 1

‖un‖p

∫
[0,Λ]

(| 0D
α
xun|

p − λ| 0D
α
xun|

p)dx = 0

and
lim
n→∞

∫
[0,Λ]

b|vn|
q+1dx = lim

n→∞ 1
‖un‖p

∫
[0,Λ]

b|un|
q+1dx = 0.

Being vn bounded, we can assume, without a loss of generality, that vn ⇀ v0 in Eα,p
0 [0,Λ]. Therefore,

vn → v0 on Eα,p
0 [0,Λ], and we have ‖v0‖ = 1 and vn → v0 on Lp([0,Λ]) and Lq+1([0,Λ]). Because b is a

regular function on [0,Λ], using the dominated convergence theorem, we conclude that

lim
n→∞

∫
[0,Λ]

b|vn|
q+1dx =

∫
[0,Λ]

b lim
n→∞ |vn|

q+1dx =

∫
[0,Λ]

b|v0|
q+1dx = 0,∫

[0,Λ]
(| 0D

α
x v0|

p − λ| 0D
α
x v0|

p)dx = 0.

Thus, v0 ∈ L0(λ). Conversely, if vn 9 v0 into Eα,p
0 [0,Λ], we have∫

[0,Λ]
(| 0D

α
x v0|

p − λ| 0D
α
x v0|

p)dx < 0,

that is, v0
‖v0‖ ∈ L−(λ). However, in both cases, v0

‖v0‖ ∈ B0, which is a contradiction, since we know
L−(λ) ⊆ B− and L0(λ)∩B0 = ∅. Therefore

inf
u∈N−

λ

Jλ(u) > 0.

3.4. Existence of weak solution of problem P0

In this section, we show that there exists a minimizer at N+
λ (N

−
λ ), which is a critical point of Jλ(u) and

thus a nontrivial solution of the boundary problem P0:

Theorem 3.15. Suppose L−(λ) ⊆ B−(λ), then for all λ < λ̂

(i) there is a minimizing point for Jλ at N+
λ ;

(ii) there is a minimizing point for Jλ in N−
λ , whenever L−(λ) is nonempty.

Proof.

(i). By Theorem 3.14, Jλ is lower bounded on N+
λ . By the definition of infimum, there exists {un} ⊆ N+

λ a
minimizing sequence such that:

lim
n→∞ Jλ(un) = inf

u∈N+
λ

Jλ(u) < 0.

and

Jλ(un) =

(
1
p
−

1
(q+ 1)

) ∫
[0,Λ]

b|un|
q+1,

as
(

1
p − 1

(q+1)

)
< 0 and

∫
[0,Λ] b|v0|

q+1dx > 0 for all n, we have that Jλ(un) < 0. Also, by part (ii)

of Theorem 3.14, N+
λ is bounded; thus, we can assume that un ⇀ u0 in E

α,p
0 [0,Λ] and un → u0 in

Lq+1([0,Λ]). Therefore, we follow that∫
[0,Λ]

b|u0|
q+1dx = lim

n→∞
∫
[0,Λ]

b|un|
q+1dx > 0
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and so
u0

‖u0‖
∈ B+. Therefore, Jλ(un) =

(
1
p
−

1
q+ 1

) ∫
[0,Λ]

b|un|
q+1. By Theorem 3.13, L0(λ) ⊆ B−,

L−(λ) ⊆ B− and we also have B− ∩ B+ = ∅. Thus,
u0

‖u0‖
∈ L+(λ) ∩ B+, and by the previous results, we

obtain that φu0 has a unique minimum in tu0 such that tu0u0 ∈ N+
λ . We must prove that u0 is in the

Nehari manifold. To do this, suppose that un 9 u0 in Eα,p
0 , then∫

[0,Λ]
(| 0D

α
xu0|

p − λ| 0D
α
xu0|

p)dx < lim
n→∞

∫
[0,Λ]

(| 0D
α
xun|

p − λ| 0D
α
xun|

p)dx,

lim
n→∞

∫
[0,Λ]

b|un|
q+1dx =

∫
b|u0|

q+1dx.

Therefore

tu0 =

[ ∫
[0,Λ] b|u0|

q+1dx∫
[0,Λ](| 0Dαxu0|p − λ|u0|p)dx

] 1
p−(q+1)

> 1.

Also

Jλ(u0) =

∫
[0,Λ]

(| 0D
α
xu0|

p − λ| 0D
α
xu0|

p)dx− int[0,Λ]b|u0|
q+1dx

< lim
n→∞

∫
[0,Λ]

(| 0D
α
xun|

p − λ| 0D
α
xun|

p)dx−

∫
[0,Λ]

b|un|
q+1dx = lim

n→∞ Jλ(un).
(3.29)

Because φu0 has a unique minimum at tu0 such that tu0u0 ∈ N+
λ , it follows that:

φu0(tu0) = Jλ(tu0u0) < φu0(t), ∀ t ∈ R+

In particular, the inequality holds for t = 1,

Jλ(tu0u0) < Jλ(u0). (3.30)

Then, by (3.29) and (3.30), we have that

Jλ(tu0u0) < Jλ(u0) < lim
n→∞ Jλ(un) = inf

u∈N+
λ

Jλ(u),

which is impossible because tu0u0 ∈ N+
λ . Therefore, un → u0 in Eα,p

0 [0,Λ] and u0 ∈ N+
λ . Then, we follow

that u0 is a minimizer for Jλ in N+
λ .

Conversely, Jλ(u) = Jλ(|u|), and we can assume that u0 is nonnegative in [0,Λ]. Therefore, Jλ(u0) <
0, u0 is a local minimum for Jλ in N+

λ . We follow from Lemma 3.12 that u0 is a critical point of Jλ and
thus is a weak solution of the boundary problem P0.

(ii). Let {un} ⊆ N−
λ be a minimizing sequence for Jλ in N−

λ . After Theorem 3.14, we have that

lim
n→∞ Jλ(un) = inf

u∈N−
λ

Jλ(u) > 0.

Suppose that {un} is unbounded; thus, we can assume that ‖un‖ → ∞ when n → ∞. Consider vn =
un

‖un‖
. Being {Jλ(un)} bounded, it follows that{∫

[0,Λ]
(| 0D

α
xun|

p − λ|un|
p)dx

}
and

{∫
[0,Λ]

(b|un|
q+1)dx

}
are bounded and therefore

lim
n→∞

∫
[0,Λ]

(| 0D
α
x vn|

p − λ|vn|
p)dx = lim

n→ infty

∫
[0,Λ]

b|vn|
q+1dx = lim

n→∞ 1
‖un‖p

∫
[0,Λ]

b|un|
q+1dx = 0.
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Because {vn} is bounded, we can assume that vn ⇀ v0 on E
α,p
0 [0,Λ] and vn → v0 on Lp([0,Λ]) and

Lq+1([0,Λ]); thus ∫
[0,Λ]

b|v0|
q+1dx = 0.

If vn → v0 in Eα,p
0 [0,Λ], we see that v0 ∈ L0(λ)∩ B0, which is not possible by the (i) part of Theorem 3.13.

From there vn 9 v0 in Eα,p
0 [0,Λ] and∫

[0,Λ]
(| 0D

α
x v0|

p − λ|v0|
p)dx < lim

n→∞
∫
[0,Λ]

| 0D
α
x vn|

p − λ|vn|
pdx = 0.

Therefore, v0 6= 0 and
v0

‖v0‖
∈ L−(λ) ∩ B0, which is also impossible. Therefore, {un} is bounded, and we

can assume that un ⇀ u0 in Eα,p
0 [0,Λ] and un → u0 in Lp([0,Λ]) and Lq+1([0,Λ]). Suppose that un 9 u0

in Eα,p
0 0,Λ; then, we have∫

[0,Λ]
b|u0|

q+1dx = lim
n→∞

∫
[0,Λ]

b|un|
q+1dx =

(
1
p
−

1
q+ 1

)−1

lim
n→∞ Jλ(un) < 0

and ∫
[0,Λ]

(| 0D
α
xu0|

p − λ|u0|
p)dx < lim

n→∞
∫
[0,Λ]

(| 0D
α
xun|

p − λ|un|
p)dx

= lim
n→∞

∫
[0,Λ]

b|un|
q+1dx =

∫
b|u0|

q+1dx < 0.

Therefore,
v0

‖v0‖
∈ L−(λ)∩B−(λ) and tu0u0 ∈ N−

λ , where

tu0 =

[ ∫
[0,Λ] b|u0|

q+1dx∫
[0,Λ](| 0Dαxu0|p − λ|u0|p)dx

] 1
p−(q+1)

< 1.

Additionally, tu0un ⇀ tu0u0, but tu0un 9 tu0u0 in Eα,p
0 [0,Λ], then

Jλ(tu0u0) < lim
n→∞ Jλ(tu0un).

Because the operator t→ Jλ(t(un), it reaches its maximum at t = 1,

lim
n→∞ Jλ(tu0u0) 6 lim

n→∞ Jλ(un) = inf
u∈N−

λ

Jλ(u).

Therefore, Jλ(tu0u0) < infu∈N−
λ
Jλ(u), which is a contradiction. In that sense, un → u0 in Eα,p

0 [0,Λ], and
it follows that u0 is a minimizing point for Jλ(u) in N−

λ . Because Jλ(u) = Jλ(|u|) [19], we can assume that
u0 is nonnegative in [0,Λ], and as N−

λ is closed, u0 is a local minimum point for Jλ in Nλ. We follow from
Lemma 3.12 that u0 is a critical point of Jλ and thus is a weak solution of the problem P0.

4. Existence of a weak solution of the fractional order equation P1

In this section, we investigate the existence of a weak solution of the fractional order equation (P1) in
the fractional space Eα,p

0 [0,Λ]. By Definition 2.1, [30, Theorem 2.2], [18, Theorem 2.1], and Lemma 2.13,
we can write the problem P1 as an integral equation shown in Theorem 4.2.

Definition 4.1. Consider F : [0,Λ]× [0, T ]→ R such that:

F(x,u(x)) = − xD
α
Λ(| 0D

α
xu(x, s)|p−2

0D
α
xu(x, s)) + λ|u(x, s)|p−2u(x, s) + b(x)|u(x, s)|q−1u(x, s)

a continuous function on a flat enclosure G ⊂ [0,Λ]× [0, T ] that contains u(x, 0) = φ(x) and satisfies the
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Lipschitz condition with respect to t:

|F(x, t1) − F(x, t2)| 6M|t1 − t2|.

Theorem 4.2. Let 1 < β 6 2, dβe = n and F(x,u(x)) defined in Definition 4.1. A function u ∈ C2[0, T ] is a
solution of the problem P1 if and only if it is a solution of the integral equation

E1

{
u(x, t) = φ(x) +ψ(x)t+ 1

Γ(β)

∫t
0(t− s)

β−1F(x,u(x))ds,
u(0, t) = u(Λ, t) = 0 , for all t ∈ Ω = [0, T ].

Proof.

=⇒ Let the continuous function F(u) : [0,Λ]× [0, T ]→ R with:

F(u(x, t)) = − xD
α
T (| 0D

α
xu(x, s)|p−2

0D
α
xu(x, s)) + λ|u(x, s)|p−2u(x, s) + b(x)|u(x, s)|q−1u(x, s).

From the problem P1 we have the equation

C
0 D

β
t u = F(u) (4.1)

subject to initial conditions

u(x, 0) = φ(x) and ut(x, 0) = ψ(x), with x ∈ [0,Λ]. (4.2)

Applying the fractional Riemann-Liouville integral of order β from left to (4.1):

0I
β
t (
C
0 D

β
t u) = 0I

β
t (F(u)).

Then, given that 1 < β < 2 the value of n = 2 and of the property (2.4), we can determine that:

u(t) −

1∑
k=0

u(k)(0)
k!

(t− 0)k =0 I
β
t (F(u)), t ∈ [0, T ], u(t) − u(0) − u ′(0)t =

1
Γ(β)

∫t
0
(ts)β−1F(u)ds,

then substituting the conditions (4.2),

u(t) −φ(x) −ψ(x)t =
1
Γ(β)

∫t
0
(ts)β−1F(u)ds.

We thus obtain the integral equation E1.

⇐= In the integral equation E1, we apply the Caputo fractional derivative of order β:

u(x, t) = φ(x) +ψ(x)t+
1
Γ(β)

∫t
0
(ts)β−1F(u)ds,

C
0 D

β
t u(x, t) = C

0 D
β
t φ(x) +

C
0 D

β
t ψ(x)t+

C
0 D

β
t ( 0I

β
t F(u)),

then with the property that connect the fractional derivative of Riemann-Liouville and Caputo [34], we
follow what

C
0 D

β
t u(x, t) = 0 +

1
Γ(2 −α)

∫t
0
(ts)2−α−1t(2)ds+ C

0 D
β
t ( 0I

β
t F(u)),

C
0 D

β
t u(x, t) = F(u(x, t)).

To obtain the initial conditions, we consider u(x, 0) of the equation E1,

u(x, 0) = φ(x) +ψ(x)0 +
1
Γ(β)

∫ 0

0
(0 − s)β−1F(u)ds, u(x, 0) = φ(x),

further differentiating u(x, t) and replacing t = 0,

ut(x, 0) = ψ(x) +
1
Γ(β)

∫ 0

0
(0 − s)β−1F(u)ds, ut(x, 0) = ψ(x),

we obtain the problem P1.



R. A. Sanchez-Ancajima, L. J. Caucha, J. Math. Computer Sci., 30 (2023), 226–254 249

Definition 4.3. We say that u ∈ C([0, T ];Eα,p
0 ([0,Λ])) for 0 < T < 1 is a weak solution of the differential

equation of fractional order P1, if it satisfies∫
[0,Λ]

(u−Φ(u))vdx = 0, ∀t ∈ [0, T ], for each v ∈ Eα,p
0 ([0,Λ]),

where 
Φ(u) = φ(x) +ψ(x)t+ 1

Γ(β)

∫t
0(t− s)

β−1(− xD
α
T (| 0D

α
xu(x, s)|p−2

0D
α
xu(x, s))

+ λ|u(x, s)|p−2u(x, s) + b(x)|u(x, s)|q−1u(x, s))ds, ∀(x, t) ∈ ΩT ,
u(0, t) = u(Λ, t) = 0 , for all t inΩ = [0, T ].

Lemma 4.4. Let b ∈ L∞[0,Λ], then, the operator

Φ(u) : Eα,p
0 [0,Λ]→ Eα,p[0,Λ]

is completely continuous.

Proof. Given

F(u) = − xD
α
Λ(| 0D

α
xu(x, s)|p−2

0D
α
xu(x, s)) + λ|u(x, s)|p−2u(x, s) + b(x)|u(x, s)|q−1u(x, s),

then, we can write

Φ(u) = φ(x) +ψ(x)t+
1
Γ(β)

∫t
0
(t− s)β−1F(u)ds.

For each v ∈ Eα,p
0 ([0,Λ]) and ‖v‖Eα,p

0
= 1, we have that,

〈F(u), v〉 =
∫
[0,Λ]

(−| 0D
α
xu(x, s)|p−2

0D
α
xu(x, s) 0D

α
x v(x, s) + λ|u(x, s)|p−2u(x, s)v(x, s)

+ b(x)|u(x, s)|q−1u(x, s)v(x, s))dx, for each v ∈ Eα,p
0 ,

|〈F(u), v〉| =
∫

[0,Λ]
(−| 0Dxu|

p−2
0Dxu 0D

α
x v+ λ|u|

p−2uv+ b|u|q−1uv)dx

 .

(4.3)

By Lemma 3.12, we know that r(u) = 〈J ′λ(u),u〉 = 0:∫
[0,Λ]

(| 0Dxu|
p)dx =

∫
[0,Λ]

λ|u|pdx+

∫
[0,Λ]

b|u|q+1dx.

Additionally, Eα,p
0 [0,Λ] ↪→ Lp[0,Λ], we know by Poincaré’s inequality, ‖u‖Lp[0,Λ] 6

Λα

Γ(α+1)‖0D
α
t u‖Lp[0,Λ],

let us remember that ‖0D
α
t u‖Lp[0,Λ] = ‖u‖Eα,p

0 [0,Λ], then ‖u‖Lp[0,Λ] 6
Λα

Γ(α+1)‖u‖Eα,p
0 [0,Λ]. Thus

∫
[0,Λ]

λ|u|pdx 6 |λ|

∫
[0,Λ]

|u|pdx = |λ|‖u‖p
Lp[0,Λ] 6 |λ|

Λα

Γ(α+ 1)
‖u‖p

E
α,p
0 [0,Λ]

.

Additionally, by (3.3) and [18, Proposition 2.6], we have

∫
[0,Λ]

b|u|q+1dx 6 ‖b‖L∞([0,Λ])
Λ1−(q+1)/p+α(q+1)

Γ(α+ 1)q+1 ‖u‖q+1
α,p .
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Let S = Λα

Γ(α+1) and C = Λ1−(q+1)/p+α(q+1)

Γ(α+1)q+1 , thus

‖u‖p
E
α,p
0

6 |λ|Sp‖u‖p
E
α,p
0

+ ‖b‖L∞[0,Λ]C
q+1‖u‖q+1

E
α,p
0

,

‖u‖p
E
α,p
0

− |λ|Sp‖u‖p
E
α,p
0

6 ‖b‖L∞[0,Λ]C
q+1‖u‖q+1

E
α,p
0

,

‖u‖p
E
α,p
0

(1 − |λ|Sp) 6 ‖b‖L∞[0,Λ]C
q+1‖u‖q+1

E
α,p
0

,

‖u‖p
E
α,p
0

‖u‖q+1
E
α,p
0

6
‖b‖L∞[0,Λ]C

q+1

(1 − |λ|Sp)
,

‖u‖p−(q+1)
E
α,p
0

6
‖b‖L∞[0,Λ]C

q+1

(1 − |λ|Sp)
,

‖u‖Eα,p
0

6

(
‖b‖L∞([0,Λ])C

q+1

(1 − |λ|Sp)

) 1
(p−(q+1)

.

(4.4)

Now, we continue with (4.3) and have

|〈F(u), v〉| =
∫

[0,Λ]
(−| 0D

α
xu|

p−2
0D
α
xu 0D

α
x v+ λ|u|

p−2uv+ b|u|q−1uv)dx


6

∫
[0,Λ]

| 0D
α
xu|

p−1
0D
α
x vdx

+

∫
[0,Λ]

λ|u|p−1vdx

+

∫
[0,Λ]

b|u|qvdx

 .
(4.5)

Then, by (2.8), (2.5), and (4.4) and the inequality of Hölder, we have that∫
[0,Λ]

| 0D
α
xu|

p−1
0D
α
x vdx 6

(∫
[0,Λ]

| 0D
α
xu|

(p−1) p
p−1dx

)p−1
p
(∫

[0,Λ]
| 0D

α
x v|

pdx

) 1
p

= ‖ 0D
α
xu‖

p−1
Lp ‖ 0D

α
x v‖Lp = ‖u‖p−1

α,p ‖v‖α,p.

Also ∫
[0,Λ]

|u|p−1vdx 6

(∫
[0,Λ]

|u|(p−1) p
p−1dx

)p−1
p
(∫

[0,Λ]
|v|pdx

)1/p

= ‖u‖p−1
Lp ‖v‖Lp

6

(
Λα

Γ(α+ 1)

)p−1

‖u‖p−1
E
α,p
0

(
Λα

Γ(α+ 1)

)
‖v‖Eα,p

0

=

(
Λα

Γ(α+ 1)

)p
‖u‖p−1

α,p ‖v‖α,p = Sp‖u‖p−1
E
α,p
0
‖v‖Eα,p

0

and ∫
[0,Λ]

b|u|qvdx 6 ‖b‖L∞[0,Λ]

(∫
[0,Λ]

|u|q
p
qdx

)q
p
(∫

[0,Λ]
|v|

p
p−qdx

)p−q
p

6 ‖b‖L∞[0,Λ]‖u‖
q
Lp

(∫
[0,Λ]

|1|
p−q
p−q−1dx

)p−q−1
p−q

(∫
[0,Λ]

|v|
p
p−q (p−q)dx

) 1
p−q

p−q
p

p
p−q

= ‖b‖L∞[0,Λ]‖u‖
q
Lp |Λ|

p−q−1
p−q ‖v‖

p
p−q

Lp

6 ‖b‖L∞[0,Λ]

(
Λα

Γ(α+ 1)

)q
‖u‖q

E
α,p
0

|Λ|
p−q−1
p−q

(
Λα

Γ(α+ 1)

) p
p−q

‖v‖
p
p−q

E
α,p
0

6 ‖b‖L∞[0,Λ]
Λqα+

p−q−1
p−q + pα

p−q

Γ(α+ 1)qα+
p
p−q

‖u‖q
E
α,p
0
‖v‖

p
p−q

E
α,p
0

.
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Substituting in (4.5) the previous estimations and considering M1 = Λ
qα+

p−q−1
p−q +

pα
p−q

Γ(α+1)qα+
p
p−q

, we also know that

‖v‖Eα,p
0

= 1, and 1 < q < p− 1 and 2 < p <∞, then, we have

|〈F(u), v〉| 6 ‖u‖p−1
E
α,p
0

+ |λ|Sp‖u‖p−1
E
α,p
0

+ ‖b‖L∞([0,Λ])M1‖u‖qEα,p
0

|〈F(u), v〉| 6 (1 + |λ|Sp) ‖u‖p−1
E
α,p
0

+ ‖b‖L∞([0,Λ])M1‖u‖qEα,p
0

|〈F(u), v〉| 6 (1 + |λ|Sp)

(
‖b‖L∞([0,Λ])C

q+1

1 − |λ|Sp

) p−1
p−(q+1)

+ ‖b‖L∞([0,Λ])M1

(
‖b‖L∞([0,Λ])C

q+1

1 − |λ|Sp

) q
p−(q+1)

=M,

|〈F(u), v〉| 6M,

S,C,M1 are constants that we obtain using the Poincaré-Friederich inequality (2.8). Then,

‖Φ(u)‖(Eα,p
0 )∗ = sup

‖v‖
E
α,p
0

61
|〈Φ(u), v〉|

= sup
‖v‖

E
α,p
0

61

〈φ(x), v〉+ 〈ψ(x), v〉t+ 1
Γ(β)

∫t
0
(t− s)β−1〈F(u), v〉ds


6 |〈φ(x), v〉|+ |〈ψ(x), v〉t|+

 1
Γ(β)

∫t
0
(t− s)β−1〈F(u), v〉ds


6 ‖φ(x)‖L∞([0,Λ])‖v‖α,p + ‖ψ(x)‖L∞([0,Λ])‖v‖α,pT + |〈F(u), v〉|

 1
Γ(β)

∫t
0
(t− s)β−1ds


6 ‖φ(x)‖L∞([0,Λ]) + ‖ψ(x)‖L∞([0,Λ])T +

M

Γ(β)

∫t
0
(t− s)β−1ds


6 ‖φ(x)‖L∞([0,Λ]) + ‖ψ(x)‖L∞([0,Λ])T +

M

βΓ(β)
tβ

6 ‖φ(x)‖L∞([0,Λ]) + ‖ψ(x)‖L∞([0,Λ])T +
M

βΓ(β)
Tβ.

Therefore, Φ(u) is bounded. Therefore, for each v ∈ E
α,p
0 [0,Λ], t1 < t2; t1, t2 ∈ [0, T ], T > 0 and

t2 − t1 < δ, see the following:

‖Φu(t2) −Φu(t1)‖ = sup
‖v‖

E
α,p
0

61
|〈Φu(t2) −Φu(t1), v〉|

= sup
‖v‖

E
α,p
0

61

〈ψ(x), v〉(t2 − t1) +
1
Γ(β)

∫t2

0
(t2 − s)

β−1〈F(u), v〉ds

−
1
Γ(β)

∫t1

0
(t1 − s)

β−1〈F(u), v〉ds
 ,

‖Φu(t2) −Φu(t1)‖ 6 ‖ψ(x)‖L∞([0,Λ])‖v‖Eα,p
0

|t2 − t1|+
1
Γ(β)

|〈F(u), v〉|
∫t2

t1

|t2 − s|
β−1ds

+
1
Γ(β)

|〈F(u), v〉|
∫t1

0
|(t2 − s)

β−1 − (t1 − s)
β−1|ds

= ‖ψ(x)‖L∞([0,Λ])‖v‖Eα,p
0

|t2 − t1|+
1
Γ(β)

|〈F(u), v〉|(t2 − t1)
β
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+
1
Γ(β)

|〈F(u), v〉|t2
β −

1
Γ(β)

|〈F(u), v〉|(t2 − t1)
β −

1
Γ(β)

|〈F(u), v〉|tβ1

6 ‖ψ(x)‖L∞([0,Λ])|t2 − t1|+
M

βΓ(β)
t
β
2 −

M

βΓ(β)
t
β
1

= ‖ψ(x)‖L∞([0,Λ])|t2 − t1|+
M

βΓ(β)
(tβ2 − tβ1 )

In the following, we divide the proof into two cases. Additionally, for case 1, consider f : (δ; 1) → R,
defined by f(t) = tβ.

Case 1: δ 6 t1 < t2 < T , because 1 < β 6 2, it follows that:

‖Φu(t2) −Φu(t1)‖(Eα,p
0 )∗ = sup

‖v‖
E
α,p
0 61

|〈Φu(t2) −Φu(t1), v〉| 6 ‖ψ(x)‖L∞([0,Λ])|t2 − t1|+
M

βΓ(β)
(tβ2 − tβ1 )

with t1 < t < t2 and applying the mean value theorem,

t
β
2 − tβ1 = βtβ−1(t2 − t1) = ‖ψ(x)‖L∞([0,Λ])|t2 − t1|+

M

βΓ(β)
βtβ−1(t2 − t1)

6 ‖ψ(x)‖L∞([0,Λ])|t2 − t1|+
M

Γ(β)δ1−β |t2 − t1|

= ‖ψ(x)‖L∞([0,Λ]δ+
M

Γ(β)
δβ

= ‖ψ(x)‖L∞([0,Λ])δ
β +

M

Γ(β)
δβ

=

(
‖ψ(x)‖L∞([0,Λ]) +

M

Γ(β)

)
δβ 6 ε,

if

|t2 − t1| < δ =

{(
‖ψ(x)‖L∞([0,Λ]) +

M

Γ(β)

)−1

ε

}1/β

.

Case 2: 0 6 t1 < δ, t2 < β
1
β δ.

‖Φu(t2) −Φu(t1)‖(Eα,p
0 )∗ = sup

‖v‖
H1

0
61

|〈Φu(t2) −Φu(t1), v〉|

6 ‖ψ(x)‖L∞([0,Λ])|t2 − t1|+
M

βΓ(β)
(tβ2 − tβ1 )

6 ‖ψ(x)‖L∞([0,Λ])δ+
M

βΓ(β)
(β

1
β δ)β

6 ‖ψ(x)‖L∞([0,Λ]) +
M

Γ(β)
δβ

=

(
‖ψ(x)‖L∞([0,Λ]) +

M

Γ(β)

)
δβ 6 ε.

Therefore, given ε > 0 and setting

δ =

{(
‖ψ(x)‖L∞([0,Λ]) +

M

Γ(β)

)−1

ε

}1/β

,
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for each v ∈ Eα,p
0 ([0,Λ]), t1 < t2; t1, t2 ∈ [0, T ], T > 0 and t2 − t1 < δ, we have

‖Φu(t2) −Φu(t1)‖ = sup
‖v‖

E
α,p
0

61
|〈Φu(t2) −Φu(t1), v〉| 6 ε.

Therefore, Φ(u) is equicontinuous. Using the Arzela-Ascoli Theorem, we have that there exists a subse-
quence {Φ(ukj)}

∞
j=1 ⊆ {Φ(uk)}

∞
k=1 such that

Φ(ukj)→ Φ(u)

uniformly on E α,p
0 [0,Λ]. Therefore, Φ(u) : Eα,p

0 [0,Λ]→ E
α,p
0 [0,Λ] is completely continuous.

Then, from Definition 2.13, Lemma 4.4, Banach Fixed Point Theorem 2.12, Theorem 4.2, and Definition
4.3, it is proven that the problem of nonlinear parabolic with fractional derivatives P1 has a unique weak
solution u ∈ C([0, T ];Eα,p

0 [0,Λ]).

5. Conclusion

Problem P1 has a unique weak solution in fractional Sobolev space Eα,p
0 [0,Λ], with the hypothesis of

λ < λ̂ < λ1, where λ1 is the first eigenvalue associated with problem P0, region ΩT = [0,Λ]× [0, T ], and
Caputo fractional derivatives cDβ and Dα with order 1 < β < 2 and 1

p < α < 1 for temporal and spatial
variables, those were defined by Riemann-Liouville fractional derivative with conditions u(0) = u(Λ) = 0,
where 1 < q < p− 1 with 2 < p < ∞. Also, continuous functions were established b,φ, and ψ such
that b : [0,Λ] → R, b ∈ L∞[0,Λ], φ(x), ψ(x) ∈ L∞[0,Λ] and u ∈ Eα,p

0 [0,Λ]. The same conditions were
established for problem P0.
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[9] P. Drábek, A. Kufner, F. Nicolise, Quasilinear Elliptic Equations with Degenerations and Singularities, De Gruyter Ser.
Nonlinear Anal. Appl., (1997). 1, 3

[10] L. C. Evans, Partial Differential Equations, Am. Math. Soc., (2010).
[11] S. Gabriel, R. W. Lau, C. Gabriel, The dielectric properties of biological tissues: III. Parametric models for the dielectric

spectrum of tissues, Phys. Med. Biol., 41 (1996), 24 pages. 1
[12] S. Goyal, K. Sreenadh, Nehari manifold for non-local elliptic operator with concave–convex nonlinearities and sign-

changing weight functions, Proc. Indian Acad. Sci. Math. Sci., 125 (2015), 545–558. 1

https://doi.org/10.1016/0022-1694(90)90093-D
https://doi.org/10.1016/0022-1694(90)90093-D
https://link.springer.com/book/10.1007/978-0-387-70914-7
https://doi.org/10.1007/s00526-004-0289-2
https://doi.org/10.1007/s00526-004-0289-2
https://doi.org/10.1016/S0022-0396(03)00121-9
https://doi.org/10.1016/S0022-0396(03)00121-9
https://doi.org/10.1029/WR026i005p00989
https://doi.org/10.1029/WR026i005p00989
https://doi.org/10.1029/WR026i005p00989
http://gateway.proquest.com/openurl?url_ver=Z39.88-2004&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&res_dat=xri:pqm&rft_dat=xri:pqdiss:3492320
http://gateway.proquest.com/openurl?url_ver=Z39.88-2004&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&res_dat=xri:pqm&rft_dat=xri:pqdiss:3492320
https://doi.org/10.1186/s13661-016-0583-x
https://doi.org/10.1186/s13661-016-0583-x
https://link.springer.com/book/10.1007/978-3-642-14574-2
https://link.springer.com/book/10.1007/978-3-642-14574-2
https://doi.org/10.1515/9783110804775
https://doi.org/10.1515/9783110804775
https://doi.org/10.1090/gsm/019
https://dx.doi.org/10.1088/0031-9155/41/11/003
https://dx.doi.org/10.1088/0031-9155/41/11/003
https://doi.org/10.1007/s12044-015-0244-5
https://doi.org/10.1007/s12044-015-0244-5


R. A. Sanchez-Ancajima, L. J. Caucha, J. Math. Computer Sci., 30 (2023), 226–254 254

[13] M. Hartnett, A. M. Cawley, Mathematical Modelling of The Effects of Marine Aquaculture Developments on Certain
Water Quality Parameters, In Water Pollution: Modelling, Measuring and Prediction, Springer, (1991), 279–295. 1

[14] F. Jiao, Y. Zhou, Existence of Solutions for a Class of Fractional Boundary Value Problems Via Critical Point Theory,
Comput. Math. Appl., 62 (2011), 1181–1199. 2.10

[15] H. Jin, W. Liu, Eigenvalue problem for fractional differential operator containing left and right fractional derivatives, Adv.
Differ. Equ., 2016 (2016), 1–12. 2.6

[16] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and Applications of Fractional Differential Equations, Elsevier
Science B.V., Amsterdam, (2006). 1, 2, 2.13

[17] N. Laskin, Fractional Schrödinger equation, Phys. Rev. E, 66 (2002), 7 pages. 1
[18] C. T. Ledesma, Boundary Value Problem With Fractional p-Laplacian Operator, Adv. Nonlinear Anal., 5 (2016), 133–

146. 1, 2.10, 3, 4, 4
[19] C. E. T. Ledesma, M. C. M. Bonilla, Fractional Sobolev space with Riemann-Liouville fractional derivative and application

to a fractional concave-convex problem, Adv. Oper. Theory, 6 (2021), 1–38. 2.5, 3.4
[20] M. E. Londoño-Lopez, Principio Fenomenológico del Comportamiento Dieléctrico de un Hidrogel de Alcohol Polivinı́lico-
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