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Abstract

In many countries, the decline in red foxes due to Rabbit hemorrhagic disease (RHD) in primary prey European rabbits
is a significant concern. We proposed a four-compartment spatiotemporal rabbits-alternative prey-red fox eco-epidemiological
model with mange disease and hunting in red foxes. The essential theoretical properties, such as existence, boundedness,
stability, and bifurcation analysis, are executed. We have also conducted Turing instability and Higher-order stability analysis
for the spatiotemporal model. Hopf bifurcation is shown at a critical value of hunting rate h = hc using central manifold
theory. Numerical simulation reveals that the present dynamic is chaotic for a mange disease transmission rate’s threshold
value β = β+, the most significant factor in the present dynamics. We can control the red fox population by controlling the
mange contact rate despite RHD disease in European rabbits. Also, the model does not have diffusion-driven instability due to
alternative prey, and if the system is linearly stable, it remains stable for higher-order.
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1. Introduction

The red fox is one of the most widely distributed wild carnivores in Eurasia, North America, and
Australia [3, 15]. The red foxes are opportunistic predators as the amount and type of food consumed
by them are just dependent on the supply only [1]. Generally, they feed on rabbits, bunnies, small birds,
wild fruits, and berries [1], but the rabbits act as primary prey for red foxes due to moderate size and
accessibility.

Rabbit hemorrhagic disease (RHD) is a highly infectious and fatal disease of wild and domestic rabbits.
It is a horizontally transmitted disease with no recovery [28, 29, 39]. Also, it is not genetically inherited
as the rabbits less than two months are unaffected by the virus [29]. This disease caused high rabbit
mortality in China (1984), Europe (1988) and Spain (1991) [28, 39]. Based on this, RHD was introduced as
a biocontrol agent to control the rabbit pest population in Australia (1993) and New Zealand (1997), which
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initially results that rabbit numbers started a decline. However, its long-term effects are a decline in the
abundance of healthy red foxes and an increase in alternative prey species [18]. Sarcoptic mange disease
also has a considerable impact on the population level in a wide range of species worldwide, specifically
grey wolves (Canis lupus lupus), red foxes (Vulpes vulpes), and coyotes (Canis latrans) in the USA, and
red foxes in Europe and Australia [2]. It is a highly contagious skin disease of mammals caused by the
burrowing mite Sarcoptes scabiei. Mange spreads among red foxes either via direct contact or indirectly
via den usage [33].

The dynamics of both the host and the interacting species are widely affected by the infectious disease
as it affects the population size. Therefore, many authors studied the spread of infection among either of
prey-predator [5, 10, 17, 29, 30, 37, 38]. Recently many researchers also discussed the dynamical properties
of the system where both prey-predator are suffering from an infection [7, 13, 14, 20, 27]. It is discussed
in [8, 31] that healthy prey is active than the infected one. Some articles [6, 16] discussed models with
the disease in the predator population, where the diseased predator is not capable to predate on healthy
prey [6]. Some researchers discussed the horizontal transmission of disease from predator to predator [13,
34]. Many mathematicians formulated models discussing the effect of alternative prey species whenever
the abundance of predator’s primary prey changed [4, 25]. Pech and Hood [28] have done the only
quantitative analysis of rabbit-alternative prey-fox dynamics and discussed the consequences of RHD on
the red fox population and its alternative prey. Roy and Upadhyay’s [29] studied RHD’s effect on the
European rabbit-red fox spatiotemporal dynamics. This article discussed that the red fox population
is declining due to rabbit hemorrhagic disease in its prey, i.e., European rabbit. The article [29] also
considered that red fox predates only on rabbits, and alternative food supply is constant or static. Both
of these articles [28, 29] have not discussed the effect of mange disease and hunting on the red fox
population.

We have inspired from the model [28] and designed a four-compartment spatio-temporal model with
European rabbits, alternative prey, healthy red fox, and mange-infected red fox populations. We have
done qualitative analysis on rabbit-alternative prey-fox dynamics considering that the population of Eu-
ropean rabbits (primary prey) dramatically declines following RHD-induced crashes, and due to scarcity
of rabbits, foxes switch their diet to alternative prey. The present model is the more realistic model than
[29] as the red fox is a generalist predator, predates on much different prey when rabbits are at low den-
sities [9]. We have also considered mange disease and hunting [40] in the red fox population. This article
aims to discuss the conditions for controlling the red fox population despite RHD disease in rabbits and
the results of incorporating alternative prey species in rabbit-red fox spatio-temporal dynamics presented
by [29].

The following Section 2 contains a four-compartment spatiotemporal model incorporating alternative
prey and mange disease in red fox in rabbit-fox dynamics. In Section 3, we have executed the analy-
sis of the eco-epidemiological system without diffusion to expose its biological importance; Subsection
3.1 shows the positivity and boundedness of the solutions of the system. Subsection 3.2 contains differ-
ent steady-states of the dynamical system following their existing conditions, the mange-reproduction
number, and the linear stability analysis of the equilibrium state of the reduced two-compartment model
system. Subsection 3.3 investigates the linear stability and bifurcation behavior of the steady-state of the
non-spatial four-compartment system following the global stability of the equilibrium state of the same in
3.4. The section 4 contains the analysis of the spatiotemporal model including local stability in Subsection
4.1, Turing instability in Subsection 4.2 and Higher-order stability in Subsection 4.3. In section 5, we have
presented a numerical simulation of temporal and spatiotemporal models to verify our analytical find-
ings. We have discussed and concluded the quantitative results in section 6. It also contains the biological
interpretation of our analytical findings.
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2. The systematic development of the proposed model

We have three types of population: the RHD-infected rabbits (primary prey) denoted byN, the healthy
prey (alternative prey) denoted by A, and the predator (red fox). The predator population is divided into
two-compartment healthy and mange-infected foxes denoted by P and I, respectively. The proposed
model is based on the following assumptions.

Assumption 1. In the absence of a predator population, the rabbit population is growing logistically as
dN
dt = rN(1− N

K ), despite the decline in rabbit abundance due to RHD, where, r is the intrinsic birth
rate, and K is the carrying capacity.

Assumption 2. The alternative prey population grows exponentially with a growth rate of b and dies at
a natural death rate of µ1.

Assumption 3. We assume that θ is the total feeding capacity of a healthy fox. The healthy fox predates
both rabbit and alternative prey with the linear functional response. The healthy red fox prefers to
predate on a rabbit with a predation rate of ω1. Hence, ω1N part of its total need is fulfilled by
the rabbit population. Further, the red fox predates on the alternative prey with a predation rate
ω3. Hence, ω3(θ−ω1N) is the rest of the red fox’s total need fulfilled by alternative prey. Here, we
choose a linear functional response for healthy foxes as they can easily search for their food despite
a decline in the abundance of rabbits [11, 19, 23, 26, 32].

Assumption 4. Mange-infected fox predates only on RHD-infected rabbit population with Holling type-
II functional response with ω2N

a+N rabbits per fox at a given point in time. We have used Holling
type-II response for mange-infected foxes as they are physically weak and cannot easily search for
their food [11, 19, 23, 26, 32]. Due to the same reason, mange-infected red foxes cannot hunt on
alternative prey. The mange-infected fox dies with a disease death rate µ3.

Assumption 5. The conversion coefficients of healthy fox due to consumption of RHD-infected rabbits
and alternative prey are e1 and e3, respectively. The conversion coefficient of mange-infected fox
due to healthy rabbit is e2.

Assumption 6. Healthy red foxes are susceptible to mange disease and get the infection from mange-
infected foxes with a bilinear incidence rate of β. The healthy red dies with a disease death rate
µ2.

Assumption 7. We considered culling or hunting only in mange-infected foxes as they are weak and can
easily be hunted. The rate of culling or hunting is h.

Above assumptions lead to the following set of the autonomous non-linear differential equations:

dN

dt
= rN

(
1 −

N

K

)
−ω1NP−

ω2NI

a+N
,

dA

dt
= bA−ω3θ

(
1 −

ω1N

θ

)
AP− µ1A,

dP

dt
= e1ω1NP+ e3ω3θ

(
1 −

ω1N

θ

)
AP−βPI− µ2P,

dI

dt
=
e2ω2NI

a+N
+βPI− hI− µ3I,


(2.1)

with N(0) = N0 > 0, A(0) = A0 > 0, P(0) = P0 > 0, I(0) = I0 > 0, where all the system parameters r, K,
ω1, ω2, ω3, b, θ, a, µ1, µ2, µ3, h, e1, e2, and e3 are positive constant. Here, the per capita intrinsic and
exponential growth rate of rabbit and alternative prey per day is represented by r and b, respectively. The
parameter K is the environment carrying capacity for rabbits per unit area, and β is the mange-infection
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rate from susceptible predator to infected predator. The parameters ω1, ω2, and ω3 are the predation
rates per predator per day. The predation rate on the rabbit and alternative prey by a susceptible fox is
denoted by ω1 and ω3, respectively. While ω2 represents the predation rate of the mange-infected fox on
RHD-infected rabbit. The parameter θ represents maximum food intake per fox per unit of time, and a
denotes the half-saturation constant, which reduces the infection rate due to spatial or social distribution
and time limitation. The death rate for alternative prey and susceptible predator per day is represented by
µ1 and µ2, respectively. While µ3 denotes the disease death rate of the mange-infected fox. The parameters
e1 and e2 are the conversion coefficient of infectious rabbits to susceptible and mange-infected predators
per day. While e3 is the conversion coefficient of alternative prey to susceptible predator per day. The
hunting or culling rate per day per unit area caused by human activities stands at h.

The prey and predator migrate to other spatial locations for their basic needs, such as searching for
better food, shelter, and mate. So we assume that these populations freely move in x and y directions,
which needs to include the diffusion term in the model, revealing that the animal movement is random
and uniformly distributed in all directions. The diffusion coefficient for rabbit, alternative prey, healthy
fox, and mange-infected fox are DN, DA, DP, and DI, respectively. Suppose all the population is confined
to a fixed bounded domain Ω in R4

+. We led to consider the following set of reaction-diffusion equations:

∂N

∂t
−DN∇2N = rN

(
1 −

N

K

)
−ω1NP−

ω2NI

a+N
,

∂A

∂t
−DA∇2A = bA−ω3θ

(
1 −

ω1N

θ

)
AP− µ1A,

∂P

∂t
−DP∇2P = e1ω1NP+ e3ω3θ

(
1 −

ω1N

θ

)
AP−βPI− µ2P,

∂I

∂t
−DI∇2I =

e2ω2NI

a+N
+βPI− hI− µ3I.


(2.2)

The boundary and initial conditions are: (n.∇)N = (n.∇)A = (n.∇)P = (n.∇)I = 0, for z ∈ ∂Ω, t > 0,
and N(z, 0) = N(0) > 0, A(z, 0) = A(0) > 0,P(z, 0) = P(0) > 0, I(z, 0) = I(0) > 0, where z = (x,y) ∈ Ω =
[0, δ]× [0, δ]. Here, we consider the homogeneous Neumann boundary conditions because the system
(2.2) is self-contained, and there is no population flux across the boundary ∂Ω. Further, n is an outward
drawn unit normal vector to the boundary ∂Ω of the region Ω. It is beneficial to understand the temporal
dynamics of a system before analyzing the spatiotemporal system. In the following Section 3, we will
analyze the system (2.1).

3. Temporal model

This section analyzes the positivity and boundedness of the system (2.1) to show that the population
of interacting species in a particular habitat is always positive and never grows exponentially for a long
time due to the limited resources in that area.

3.1. Positivity and boundedness
Theorem 3.1. The solutions of the system (2.1) with initial conditions are positive, ∀t > 0.

Proof. We write the equations of the system (2.1) for t ∈ [0, τ] in the following form:

dN

dt
> −r

N2

K
−ω1NP−

ω2NI

a+N
,
dA

dt
> −ω3θ

(
1 −

ω1N

θ

)
AP− µ1A,

dP

dt
> −βPI− µ2P,

dI

dt
> −hI− µ3I.

Now, we use theory of differential equation and find out the following solutions:

N(t) >
N(0)

N(0)
∫t

0
r
Kdv+ exp{−

∫t
0(ω1P+

ω2I
a+N)du}

, A(t) > A(0) exp{−
∫t

0
(ω3θ

(
1 −

ω1N

θ

)
P+ µ1)du},
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P(t) > P(0) exp{−
∫t

0
(βI+ µ2)du}, I(t) > I(0) exp{−(h+ µ3)t}.

Similarly, N(t), A(t), P(t) and Y(t) are also positive for the intervals [τ, 2τ] · · · [nτ, (n + 1)τ], ∀n ∈ N.
Hence, by mathematical induction N(t), A(t), P(t) and Y(t) are positive for all t > 0.

Theorem 3.2. The non-negative solutions of the system (2.1) initiate in R4
+ and uniformly bounded for any initial

value.

Proof. Let us assume that W(t) = N(t) +A(t) + P(t) + I(t), then the rate of change of W is,

dW

dt
= r

(
1 −

N

K

)
N+ (e1 − 1)ω1NP+

(e2 − 1)ω2NI

a+N
+ bA

+ (e3 − 1)ω3θ

(
1 −

ω1erN

θ

)
AP− µ1A− µ2P− hI− µ3.

Since, e1, e2, e3 6 1, therefore for γ = min{r,h+ µ3,µ2,µ1 − b}, we have obtained:

dW

dt
+ γW 6 −

rN2

K
+ 2rN⇒ 0 6W(t) 6

rK

γ
(1 − e−γt) +W(0)e−γt.

If we take t→∞, the above expression results limt→∞ supW(t) 6 rK
γ . Thus, W(t) = N(t) +A(t) + P(t) +

I(t) 6 rK
γ . Hence, all population are uniformly bounded for any initial value in Ω = {(N,A,P, I) ∈ R4

+ :
N 6 η1,A 6 η2,P 6 η3, I 6 η4}.

3.2. The classification and existence of equilibriums
The equilibriums for the proposed system are following.

(a) The trivial equilibrium E0(0, 0, 0, 0).

(b) The axial equilibrium E1(K, 0, 0, 0).

(c) The disease-free equilibrium E2(0, Ā, P̄, 0).

(d) The diseased equilibrium E3(N̂, 0, 0, Î).

(f) The alternative prey-free without infected predator equilibrium (APFWIPE) E4(Ṅ, 0, Ṗ, 0).

(e) The alternative prey-free infected predator equilibrium (APFIPE) E5(Ñ, 0, P̃, Ĩ).

(f) The mange-free equilibrium (MFE) E6(~N, ~A,~P, 0).

(h) The coexistence equilibrium E7(N̈, Ä, P̈, Ï).

We have used the Kolmogorov theorem [22, 35] to examine the existence and linear stability of equilib-
rium of the system (2.1). We partition the system (2.1) into three independent subsystems (3.1), (3.2), and
(3.3). The interaction functions of subsystems are continuous, and partial derivatives of these functions
are also continuous on the state space R4

+. Also, the Theorem 3.1 refers that the solutions of these sub-
systems, which start in the domain Ω, are uniformly bounded. The Kolmogorov theorem assures a stable
equilibrium point in the positive quadrant of the phase space under certain conditions [35] and a stable
limit cycle behavior if these conditions violate.

Subsystem 1. We obtained the first subsystem in the absence of alternative prey and mange-infected
predator as

dN

dt
= rN

(
1 −

N

K

)
−ω1NP,

dP

dt
= e1ω1NP− µ2P. (3.1)
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Subsystem 2. We obtained the second subsystem in the absence of alternative prey and healthy predator
as

dN

dt
= rN

(
1 −

N

K

)
−
ω2NI

a+N
,
dI

dt
=
e2ω2NI

a+N
− hI− µ3I. (3.2)

Subsystem 3. We obtained the last subsystem in the absence of RHD-infected rabbit and mange-infected
predator as

dA

dt
= bA−ω3θAP− µ1A,

dP

dt
= e3ω3θAP− µ2P. (3.3)

Now, we observe that the subsystem (3.1)-(3.3) is a Kolmogorov system under the conditions, R01 =
e1ω1K
µ2

> 1, R02 = e2ω2K
(h+µ3)(a+K)

> 1, and R03 = θe3ω3K
µ2

> 1, respectively. We next proceed to find uniform
steady states of the Kolmogorov systems (3.1)-(3.3) with these three conditions along with their existence
conditions.

3.2.1. Mange reproduction number
The basic reproduction number ensures the number of infective cases; one primary case has over its

infectious period in an uninfected population. The mange reproduction number is

Rman =
e2ω2~N+β~P(a+ ~N)

(a+ ~N)(h+ µ3)
.

3.2.2. Uniform steady states for the reduced two component systems
We consider the system (3.1) which has three non-negative steady states: the trivial equilibrium

E11(0, 0), axial equilibrium E12(K, 0), and non-trivial equilibrium E13(Ṅ, Ṗ). The nontrivial equilibrium is
given by Ṅ = µ2

e1ω1
and Ṗ =

r(−µ2+e1ω1K)

e1ω
2
1K

. It is clear from the expression of Ṗ that the uniform steady state
E13 exists when condition R01 > 1 holds. Similarly, the steady states of systems (3.2) are E21(0, 0), E22(K, 0)
and E23(N̂, Î), where, N̂ =

a(h+µ3)
e2ω2−(h+µ3)

and Î =
are2(e2ω2K−(a+K)(h+µ3))

K(h+µ3−e2ω3)2 . It is clear that, equilibrium

E23 = (N̂, Î) exists provided following conditions are satisfied: e2ω2
(h+µ3)

> 1 and R02 = e2ω2K
(h+µ3)(a+K)

> 1.

Lastly, the system (3.3) has steady states E31(0, 0) and E32(Ā, P̄), where, Ā = µ2
e3ω3θ

and P̄ = b−µ1
θω3

. This
equilibrium exists when b > µ1 holds.

3.2.3. Linear stability of the non-spatial two component NP system
We proceed to analyze the local stability of the system (3.1). The trivial equilibrium E11(0, 0) always

exist and the corresponding eigen values are, λ1 = r > 0 and λ2 = −µ2. Clearly, equilibrium E11 is a saddle
point. The eigenvalues for the predator-free equilibrium E12(K, 0) are, λ1 = −r < 0 and λ2 = −µ2 + e1ω1K.
The second eigen value λ2 < 0 if and only if R01 = e1ω1K

µ2
> 1. Therefore, equilibrium E12 is locally

asymptotically stable provided R01 < 1 holds, otherwise it is a saddle point.
Now, we analyze the stability of the coexistence state E13(Ṅ, Ṗ). The entries for variational matrix J̇ for

this equilibrium are, ˙J11 = r(1 − µ2
e1Kω1

) − rµ2
e1Kω1

− Ṗω1, ˙J12 = −µ2
e1

, ˙J21 = e1ω1Ṗ, ˙J22 = 0. The eigen values
related to equilibrium E13(Ṅ, Ṗ) are negative or have negative real parts if and only if Trac(J̇) = λ1 + λ2 =
−rµ2
e1ω1K

< 0 and Det(J̇) = λ1λ2 = rµ2(1 − µ2
e1ω1K

) > 0, which is possible if and only if R01 > 1 holds. Hence,
if the equilibrium E13(Ṅ, Ṗ) exists, it is locally asymptotically stable in the interior of the positive quadrant
of the N-P plane.
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3.2.4. Linear stability of the non-spatial two component NI systems
We study the linear stability behavior of the system (3.2) as follows. The eigenvalues associated with

the equilibrium E21(0, 0) of the system (3.2) are, λ1 = r > 0 and λ2 = −h− µ3 < 0. Therefore, equilibrium
E21 is saddle point. Similarly, eigenvalues associated with E22(K, 0) are, λ1 = −r < 0 and λ2 = −h− µ3 +
e2ω2K
(a+K) . The eigenvalue λ2 is negative when R02 = e2ω2K

(h+µ3)(a+K)
< 1. Hence, the predator-free equilibrium

is locally asymptotically stable R02 < 1. Finally, the entries of variational matrix Ĵ for the coexistence
equilibrium E23(N̂, Î) are ˆJ11 = r(1 − 2N̂

K ) − ω2I

(a+N̂)
(1 − N̂

(a+N̂)
), ˆJ12 = −ω2N̂

(a+N̂)
, ˆJ21 = (1 − N̂

(a+N̂)
) e2ω2Î

(a+N̂)
,

ˆJ22 = e2ω2N̂

(a+N̂)
− h− µ3. Now, the eigenvalues of equilibrium E23(N̂, Î) are negative or have negative real

parts if and only if Trac(Ĵ) = r(1 − 2N̂
K ) − ω2Î

(a+N̂)
(1 − N̂

(a+N̂)
) < 0, and Det(Ĵ) = b((h+µ3)(h+µ3−e2ω2)

2)

ae2
2ω

2
2

> 0,

which is always true. Hence, if the coexistence equilibrium E23(N̂, Î) exists, it is locally asymptotically
stable in the interior of the positive quadrant of the N-I plane.

3.2.5. Linear stability of the non-spatial two component AP systems
Finally, we consider the local stability of the subsystem (3.3). The eigenvalues associated with the

equilibrium E31(0, 0) are λ1 = b−µ1 > 0 and λ2 = −µ2 < 0. Clearly, this is a saddle point as b > µ1 always
holds for the existence of the system (3.3). Again, the eigenvalues related with equilibrium E32(Ā, P̄) are
λ1, λ2 = ±

√
µ2(µ1 − b). It is clear from the expression that these eigenvalues are imaginary. Hence, the

equilibrium E32 exists, but unstable in the interior of the positive quadrant of A-P plane.

3.2.6. Existence of APFIPE, MFE, and interior equilibrium
In the absence of an alternative prey population, we find the following values of I and P from the last

two equations of the system (2.1):

I =
e1ω1N− µ2

β
, P =

(a+N)(h+ µ3) − e2ω2N

β(a+N)
.

We substitute these value to first equation of system (2.1) and obtain the following nonlinear algebraic
equation:

Q2N
2 +Q1N+Q0 = 0, (3.4)

where, Q2 = rβ, Q1 = (arβ(a−K) +Kω1(e1ω2 − e2ω2 + (h+µ3)), Q0 = aK(ω1(h+µ3) − rβ) −Kµ2ω2. It
is clear that quadratic equation (3.4) has exactly one positive root if and only if Q0 < 0. After calculating
the value of N, we can easily calculate the value of I and P. In addition to this, I and P are positive if
R01 > 1 and R02 < 1 hold, respectively. This complete the existence of equilibrium E5(Ñ, 0, P̃, Ĩ). In the
absence of a mange-infected predator population, we find the following values of A and P from the first
and third equation of the system (2.1):

A =
µ2 − e1ω1N

e3ω3(θ−Nω1)
, P =

r(K−N)

Kω1
.

We substitute these value to second equation of system (2.1) and obtain the following nonlinear algebraic
equation:

T2N
2 + T1N+ T0 = 0, (3.5)

where, T2 = rω1ω3, T1 = −Krω1ω3 − θrω3, T0 = Kω1(µ1 − b) + θKrω3. It is clear that quadratic equation
(3.5) has exactly one positive root if and only if T0 < 0. After calculating the value of N, we can easily
calculate the value of A and P. Further, A is positive if R01 < 1 holds. Hence, the equilibrium E6(~N, ~A,~P, 0)
exists when (Ṅ, Ṗ) is unstable. This complete the existence of equilibrium E6(~N, ~A,~P, 0). Finally, we
investigate the existence conditions of the coexistence equilibrium E7(N̈, Ä, P̈, Ï), which can be obtained
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from the solution of system of differential equation (2.1). We solve the first, third and fourth equations of
system (2.1) and obtained the following values:

P =
a(h+ µ3) +N((h+ µ3) − e2ω3)

β(a+N)
, (3.6)

I =
rβ(K−N)(a+N) −ω1K((h+ µ3)(a+N) − e2ω2N)

ω2K
, (3.7)

A =
(µ2 − e1ω1N)ω2K+β(rβ(K−N)(a+N) −ω1K((h+ µ3)(a+N) − e2ω2N))

ω1ω2e3K(θ−ω1N)
. (3.8)

Now, if we substitute value of P in the second equation of system (2.1), we get a nonlinear algebraic
polynomial in N.

V2N
2 + V1N+ V0 = 0, (3.9)

where, V2 = ω1ω3((h + µ3) − e2ω2),V1 = β(b − µ1) +ω3θ(e2ω2 − (h + µ3)) + aω1ω3(h + µ3), V0 =
a(β(b − µ1) − θω3(h + µ3)). It is clear from the expressions that there is only one sign change in (3.9)
if and only if R02 < 1 and V0 < 0. In this situation the equation (3.9) has only one positive real solution.
After having value of N, we can easily find the value of A, P and I from expressions (3.6), (3.7), and (3.8),
respectively. This completes the existence of coexistence equilibrium E7(N̈, Ä, P̈, Ï).

3.3. Linear stability and bifurcation analysis
In this section, we investigate the local stability behavior of the system (2.1) around each of the equi-

librium points, E0-E7.

Theorem 3.3. The trivial equilibrium E0(0, 0, 0, 0) is saddle point.

Proof. The eigenvalues λN, λA, λP, λI associated with the equilibrium E0 are r, b − µ1, −µ2, −h − µ3.
Therefore, equilibrium E0 is a saddle point.

Theorem 3.4. The axial equilibrium E1(K, 0, 0, 0) is locally asymptotically stable if conditions R01 < 1 and R02 < 1
hold.

Proof. The eigenvalues, λN, λA, λP, λI associated with the E1 are, −r, b− µ1, −µ2 + e1ω1K, −h− µ3 +
e2ω2K
(a+K) , respectively. We know that λA = b − µ1 < 0 must be hold for the existence of equilibrium E1

otherwise alternative prey population will be positive. Again, λP = −µ2 + e1ω1K < 0, when R01 < 1 and
λI = −h−µ3 +

e2ω2K
a+K < 0 when R02 < 1. Hence, equilibrium state E1 is locally asymptotically stable when

equilibrium E2, E3 and E4 are locally unstable.

Theorem 3.5. The disease-free equilibrium E2(0, Ā, P̄, 0) is always unstable.

Proof. The stability properties of equilibrium E2(0, Ā, P̄, 0) depend on stability properties of E32. We can
clearly see from (3.2.5) that the equilibrium E32 is always unstable. Hence, disease-free equilibrium
E2(0, Ā, P̄, 0) is always unstable.

Theorem 3.6. The diseased equilibrium E3(N̂, 0, 0, Î) is locally asymptotically stable if R02 > 1, λA < 0 and λP < 0
holds, where, λA < 0 and λP < 0 are given in the proof.

Proof. The entries for variational matrix J(E3) for the equilibrium E3 are, a11 = −rN̂
K + r(1 − N̂

K ) −
ω2Î

a+N̂
+

ω2N̂Î

(a+N̂)2 , a12 = 0, a13 = −ω1N̂, a14 = −ω2N̂

(a+N̂)
, a21 = 0, a22 = b− µ1, a23 = 0, a24 = 0, a31 = 0, a32 = 0,

a33 = −µ2 + e1ω1Ṅ− βÎ, a34 = 0, a41 = −e2ω2N̂Î

(a+N̂)2 + e2ω2Î

(a+N̂)
, a42 = 0, a43 = βÎ, a44 = −h− µ3 +

e2ω2N̂

a+N̂
.

The stability properties of the equilibrium E3(N̂, 0, 0, Î) are similar as stability properties of equilibrium
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(N̂, Î) in the interior of positive quadrant of NI-plane. Moreover, its properties depend on whether the
associated eigenvalues are positive or negative. It follows from (3.2.4) that the eigenvalues λN and λI
are either negative or have negative real parts if R02 > 1 holds, while the eigenvalues λA and λP will
be negative if and only if, λA = b − µ1 < 0, λP = −µ2 + e1ω1N̂ − βÎ < 0. Hence, equilibrium state
E2(N̂, 0, 0, Î) is locally asymptotically stable provided λA < 0 and λP < 0. Therefore diseased equilibrium
is locally stable..

Theorem 3.7. The equilibriumAPFWIPE, i.e., E4(Ṅ, 0, Ṗ, 0) is locally asymptotically stable when R01 > 1, Rman <

1, and λA < 0, where, λA < 0 is given in the proof.

Proof. The entries of variational matrix J(E4) are, b11 = −rṄ
K + r(1 − Ṅ

K ) −ω1Ṗ, b12 = 0, b13 = −ω1Ṅ,
b14 = −ω2Ṅ

(a+Ṅ)
, b21 = 0, b22 = b−µ1 − θω3Ṗ(1− ω1Ṅ

θ ), b23 = 0, b24 = 0, b31 = e1ω1Ṗ, b32 = θe3ω3Ṗ(1− ω1
θ ),

b33 = −µ2 + e1ω1Ṅ, b34 = −βṖ, b41 = 0, b42 = 0, b43 = 0, b44 = −h− βṖ − µ3 +
e2ω2Ṗ
a+Ṅ

. The stability
properties of APFWIPE, i.e., E2(Ṅ, 0, Ṗ, 0) are similar as stability properties of equilibrium (Ṅ, Ṗ) in the
interior of positive quadrant of N-P plane. It follows from (3.2.3) that the eigen values λN and λP are
either negative or have negative real parts if R01 > 1 holds. The expressions for eigenvalue λA and λI are,

λA = b− µ1 − θω3Ṗ(1 −
ω1Ṅ

θ
), λI = −h+βṖ− µ3 +

e2ω2Ṅ

a+ Ṅ
. (3.10)

In the expression (3.10) λI < 0 when Rman < 1. Hence, equilibrium E2(Ṅ, 0, Ṗ, 0) is locally asymptotically
stable provided R01 > 1, λA < 0 and Rman < 1.

Lemma 3.8 ([29, Lemma 1]). Suppose J∗ = (bij)4×4 be a matrix with real entries. For J∗ to be stable, it is
necessary and sufficient that

1. (−1)4 det(J∗) > 0; and

2. µ(J[2]) < 0 for some Lozinski measure µ on MN(T), N=
(

3
2

)
; where MN(T) be the linear space of 3× 3

matrices with entries in T, where T is either the field of real numbers or complex numbers.

Lemma 3.9 ([29, Lemma 2]). Let J[2] ∈MN(T) be an n×n matrix and let σ(J[2]) be its spectrum. The stability
modulus of J[2] is s(J[2]) = max{−Reλ : λ ∈ σ(J[2])}, then s(J[2]) < 0 ⇔ µ(J[2]) < 0 for some Lozinski measure µ
on MN(T).

Theorem 3.10. The equilibrium APFIPE, E5(Ñ, 0, P̃, Ĩ) of the system (2.1) is locally asymptotically stable if the
following condition holds:

(−βĨ− µ2 + e1Ñω1)(−h+ P̃β− µ3) +β
2P̃Ĩ− e2ω1βP̃Ñ) > 0, (3.11)

b+ r+
Ñ(a+ Ñ+ Ĩ)ω2

(a+ Ñ)2
+ω1ω3P̃Ñ <

2rÑ
K

+ µ1 +ω1P̃+
ω2X̃

a+ Ñ
+ θω3P̃ < 0, (3.12)

r+
ω2(a+ Ñ+ Ĩ)Ñ

(a+ Ñ)2
+ e3θω3Ñ <

2rÑ
K

+ (
βÑ

Ĩ
+ω1)P̃+

ω2Ĩ

a+ Ñ
+ e3ω1ω3Ñ

2, (3.13)

r+
βĨ2

Ñ
<

2rÑ
K

+ω1(P̃+ Ĩ) +
aω2Ĩ

(a+ S̃)2
, (3.14)

b < µ1 + (β+ e1ω1 + θω3 −ω1ω3Ñ)P̃, (3.15)

b+ (β−
ae2ω2

(a+ Ñ)2
)Ĩ+ω1ω3P̃Ñ < µ1 + θω3P̃, (3.16)

e1ω1P̃Ñ

Ĩ
+ e3ω3(θ− Sω1)Ñ <

ae2ω2Ĩ

(a+ Ñ)2
. (3.17)
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Proof. We will proof the local asymptotic stability of E5(Ñ, 0, P̃, Ĩ) using method of first approximation
[30]. Further, we use Lemmas 3.8 and 3.9 to proof that equilibrium E5 is locally stable if det[J(E5)] > 0
and the Lozinskii measure of the second additive compound matrix of J(E5) is negative. The entries of
jacobian J(E5) are, e11 = −rÑK + r

(
1 − Ñ

K

)
−ω1P̃ + ω2ÑĨ

(a+Ñ)2 −
ω2Ĩ
a+Ñ

, e12 = 0, e13 = −ω1Ñ, e14 = −ω2Ñ
a+Ñ

,

e21 = 0, e22 = b− µ1 − θP̃(1 − ω1Ñ
θ )ω3, e23 = 0, e24 = 0, e31 = e1P̃ω1, e32 = e3θP̃(1 − Ñω1

θ )ω3, e33 =

−βĨ−µ2 + e1ω1Ñ, e34 = −βP̃, e41 = −e2ω2ÑĨ
(a+Ñ)2 +

e2ω2Ĩ
a+Ñ

, e42 = 0, e43 = βĨ, e44 = −h+ P̃β−µ3 +
e2Ñω2
a+Ñ

. The
expression det[J(E5)] is given as:((

−
rÑ

K
+ r

(
1 −

Ñ

K

)
− P̃ω1

)((
−βĨ− µ2 + e1Ñω1

)(
−h+βP̃− µ3 +

e2ω2Ñ

a+ Ñ

)
+β2P̃Ĩ

)
+

(
ω2ÑĨ

(a+ Ñ)2
−

ω2Ĩ

a+ Ñ

)((
−βĨ− µ2 + e1ω1Ñ

) (
−h+βP̃− µ3

)
+β2P̃Ĩ− e2ω1βP̃Ñ

))
D.

Here, D =
(
b− µ1 − Pθ

(
1 − ω1Ñ

θ

)
ω3

)
. Now, the expression of det[J(E5)] is positive when the condition

(3.11) holds. The second additive compound matrix of [J(E5)] is,

J[2](E5) =



e11 + e22 e23 e24 −e13 e14 0
e32 e11 + e33 e34 e12 0 −e14
e42 e43 e11 + e44 0 e12 −e13
−e31 e21 0 e22 + e33 e34 −e24
−e41 e21 −e42 e43 e22 + e44 e23

0 −e41 e31 −e42 e32 e33 + e44

 .

Now, we assume D = diag(P̃, Ñ, Ĩ, P̃, P̃, Ñ) and find following the matrix:

DJ[2]D−1 =



e11 + e22 0 0 −e13 e14 0
e32Ñ

P̃
e11 + e33

e34Ñ

P̃
0 0 −e14

0 e43Ĩ

Ñ
e11 + e44 0 0 e13Ĩ

Ñ
−e31 0 0 e22 + e33 e34 0
−e41 0 0 e43 e22 + e44 0

0 −e41
e31Ñ

Ĩ
0 e32Ñ

P̃
e33 + e44


.

The above matrix is similar to the matrix J[2](E5). Clearly, its stability properties are same as that of
J[2](E5). According to Gershgorini theorem [24, 29], eigenvalues of the dominant diagonal matrix are
negative if all its diagonal elements are negative. After taking e44 = 0 and e33 = 0 and, applying matrix
row operation the DJ[2]D−1 takes the following form:

DJ[2]D−1 =



e11 + e22 0 0 −e13 e14 0
e32Ñ
P e11

e34Ñ

P̃
0 0 −e14

0 e43Ĩ

Ñ
e11 0 0 e13Ĩ

Ñ
−e31 0 0 e22 e34 0
−e41 0 0 e43 e22 0

0 −e41 +
e43Ĩ

Ñ

e31Ñ

Ĩ
+ e11 0 e32Ñ

P̃

e13Ĩ

Ñ


.

Since, the diagonal elements of the above matrix are negative. Therefore, the matrix is diagonally domi-
nant if it follows the conditions (3.11)-(3.17). This shows that all eigenvalues of matrix J[2](E5) are negative,
entailing all eigenvalues of matrix J(E5) are negative. Hence, the equilibrium E5 is locally asymptotically
stable.



J. Gupta, J. Dhar, P. Sinha, J. Math. Computer Sci., 29 (2023), 214–238 224

Theorem 3.11. The MFE equilibrium E6(~N, ~A,~P, 0) of the system (2.1) is locally asymptotically stable if Rman < 1
and b− µ1 −ω3θ

(
1 − ω1 ~N

θ

)
~P = 0.

Proof. The entries of jacobian J(E6) of the system are, f11 = −r
~N
K + r

(
1 −

~N
K

)
−ω1~P, f12 = 0, f13 =

−ω1~N, f14 = −ω2 ~N

a+~N
, f21 = ω1ω3~A~P, f22 = b− µ1 −ω3θ

(
1 − ω1 ~N

θ

)
~P, f23 = −ω3θ

(
1 − ω1 ~N

θ

)
~A, j24 = 0,

f31 = e1ω1~P − e3ω1ω3~P, f32 = e3ω3θ
(

1 − ω1 ~N
θ

)
~P, f33 = −µ2 + e1ω1~N+ e3ω3θ(1 − ω1 ~N

θ )~A, f34 = −β~N,

f41 = 0, f42 = 0, f43 = 0, f44 = −h + β~P − µ3 +
e2ω2 ~N

a+~N
. Now, we see that when f22 = 0, det(J(E6)) =

−f32f44(f11f23 − f21f13). Thus, all eigenvalues of J(E6) are negative if and only if every factor of det(J(E6))
is negative. We know that Rman < 1 for mange-free equilibrium. Hence, f44 is negative. Further, since f32
is always a positive quantity, −f32 is negative. Finally, the expressions of f11, f23, f21 and f13 show that
last factor(f11f23 − f21f13) is also negative. Thus, all eigen values related to the jacobean J(E6) are negative.
Hence, mange-free equilibrium E6 is stable if Rman < 1 and f22 = 0.

Theorem 3.12. The interior equilibrium E7(N̈, Ä, P̈, Ï) of system (2.1) is locally asymptotically stable if following
conditions hold:

(1) c11 + 2c22 + 2c33 + 2c44 < 0;

(2) c11
c13
< c41
c43
< min{c21

c23
, c31
c33

};

(3) c41
c11
< c44
c14
< c43
c13

;

(4) c21 > max{c31c44
c32

, c11c23
c32

};

(5) c23c32 > max{c13c34c41
c44

, c22c33 + c11(c22 + c33) + c
2
11};

(6) −{c34c43 + c11c44 − c
2
11 − c44(c22 + c33)} < c14c41 < c13c31 − c11c33;

(7) max{−c43(c14c31+c33c34)
c14c41

} < c11 < min{− (c22c33)
2c44

, −(c22+c33)
2 };

(8) c21c32 + c31c33 + c34c41 < 0.

Proof. The entries of variational matrix J(E7) are, c11 = −rN̈
K + r(1 − N̈

K ) −ω1P̈ −
ω2Ï
a+N̈

+ ω2N̈Ï
(a+N̈)2 , c12 = 0,

c13 = −ω1N̈, c14 = −ω2N̈
(a+N̈)

, c21 = 0, c22 = b − µ1 − θω3P̈(1 − ω1N̈
θ ), c23 = −θω3Ä(1 − ω1N̈

θ ), c24 = 0,

c31 = e1ω1P̈− e3ω1ω3ÄP̈, c32 = θe3ω3P̈(1− ω1
θ ), c33 = −µ2 + e1ω1N̈−βÏ− θe3ω3(1− ω1N̈

θ )Ä, c34 = −βP̈,
c41 = −e2ω2N̈Ï

(a+N̈)2 + e2ω2Ï
(a+N̈)

, c42 = 0, c43 = βÏ, c44 = −h − βP̈ − µ3 +
e2ω2N̈
a+N̈

. We write the characteristic
equation for J(E7) as follows:

λ4 +B1λ
3 +B2λ

2 +B3λ+B4 = 0. (3.18)

Here,

B1 = −c11 − c22 − c33 − c44,
B2 = c11(c22 + c33 + c44) − c13c31 − c23c32 + c22(c33 + c44) − c14c41 − c34c43 + c33c44,
B3 = c22(c13c31 − c11c33 − c14c41) + c13(c31c44 − c21c32) + c11(c23c32 − c22c44) + c14(c41c33 − c31c43)

+ (c11 + c22)(c34c43 − c33c44) + (c23c32c44 − c13c34c41),
B4 = c14c32(c23c41 − c21c43) + c22c33(c11c44 − c41c14) + c22c31(c14c43 − c13c44)

+ c44c32(c13c21 − c11c23) + c22c34(c41c13 − c11c43),

B1B2 −B3 = (c22 + c33)(c23c32 − c22c33 − c
2
11 − c11(c22 + c33)) − (c22 + c33)(c44(c22 + c33) + 2c11c44)

+ c44(c14c41 + c34c43 − c11c44 − c
2
11 − c44(c22 + c33)) + c13(c21c32 + c31c33 + c34c41)
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+ c11c14c41 + c14c31c43 + c33c34c43.

We can see from the expression of c11, c22, c33 and c44 that c11 < 0, c22 > 0, c33 > 0 and c44 > 0. Therefore,
to make B1 positive, condition (1) of this theorem must be followed. Further, the first term and second
term of B3 are positive if the conditions (6) and (4) hold, respectively. The third term is always positive as
c11 and c23 are negative expressions. Finally, fourth and last term of B3 are positive if conditions (2) and
(5) of this theorem hold, respectively. Hence, B3 is positive if the conditions (2) and (4)-(6) holds. Again,
the first and last term of B4 is positive when it follows condition (2), the second and third term is positive
when it follows condition (3) and fourth term is positive when condition (4) hold, and hence B4 is positive
if the conditions (2)-(4) of this theorem hold. Now, the conditions (5)-(8) assure that all terms of B1B2 −B3
are positive.

Example 3.13. For the following set of parameter value: r = 6.1, K = 100, ω1 = 0.01, ω2 = 0.75, ω3 = 0.5,
θ = 1.42, µ1 = 0.6, µ2 = 0.2, µ3 = 2, β = 0.225, h = 0.1, e1 = 0.9, e2 = 0.6, e3 = 0.2, a = 40, b = 5, the
positive equilibrium E7(36.907, 825.297, 8.374, 386.067) exists and satisfies the Routh-Hurwitz criterion,
B1 = 0.444577 > 0, B2 = 543.182 > 0, B3 = 39.1236, B4 = 1112.03, B1B2B3 − B

2
1B4 + B

2
3 = 7697.36 > 0 and

B1B2 − B3 = 202.363 > 0. Therefore, the system (2.1) is locally asymptotically stable at E7, if conditions
(1)-(8) hold.

3.3.1. Bifurcation analysis
Now, we will study the bifurcation behavior of the system (2.1). We observed that system (2.1) exhibits

Hopf bifurcation around coexistence equilibrium E7 for critical value of hunting rate h = hc because at
this value the equation (3.18) have at least one positive real root or complex conjugate roots with positive
real part. At h = hc, the necessary condition for existence of Hopf bifurcation are: B1 > 0, B3 > 0, B4 > 0,
B1B2 − B3 > 0, B1B2B3 − B

2
1B4 − B

2
3 = 0, and [Redωdh ]h=hc 6= 0. We considered that λn = ωn + iνn are the

roots of equation (3.18) for n = 1, 2, 3, 4. We put λ = ω+ iν in (3.18), compare the real and imaginary
parts of resulting equation equal to zero, and eliminate ν between them. We get the following equation
in ω:

64ω6 + 48(B1 +B3)ω
5 + 16(2B2 + 3B1B3)ω

4 − (B3
1 − 8B1B2 − 9B2

1B3 − 24B2B3)ω
3 + 2(B2(B

2
1 + 2B2)

+B1(−4 + 3B2)B3 + 6B2
3 − 16B4)ω

2 −B1(−2B2
2 + (B1 − 3B3)B3)ω+B1B2B3 −B

2
1B4 −B

2
3 = 0.

(3.19)

The equation (3.19) results ω(hc) = 0 as B1B2B3 − B
2
1B4 − B

2
3 = 0. Now, on differentiating (3.19) with

respect to h and calculate value of derivative for ω(hc) = 0, we have:(
dω

dh

)
h=hc

=
d
dh(B1B2B3 −B

2
1B4 −B

2
3)

(8B1B4 − 2B1B
2
2 +B

2
1B3 − 3B2

3B1)
6= 0.

Thus, the transversity condition holds. This ensures that system (2.1) exhibits Hopf bifurcation at h = hc
shown in the Fig. 6.

3.4. Global stability
Theorem 3.14. If the equilibrium E7(N̈, Ä, P̈, Ï) of the system (2.1) is locally asymptotically stable, then it is also
globally stable in the interior of the positive region R4

+ provided following conditions hold:

1
e3
> k1 > k2 and ω1P̈ < min{

2
ω3

(
r

K
−

ω2Ï

a+ N̈

)
, (1 −K1e3)(θ−ω1N̈)}. (3.20)

Proof. We consider the following positive definite Lyapunov function around the equilibrium E7:

V(t) = [N(t) − N̈− N̈
N(t)

N̈
] + [A(t) − Ä− Ä

A(t)

Ä
] + k1[P(t) − P̈− P̈

P(t)

P̈
] + k2[I(t) − Ï− Ï

I(t)

Ï
],
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where, k1 and k2 are suitably chosen positive constant and V(t) is a continuous function. The derivative
of Lyapunov function V(t) concerning time along the solution of the system is,

dV(t)

dt
=
dN(t)

dt
+
dA(t)

dt
+
dP(t)

dt
+
dI(t)

dt
=

{
−r

K
+

ω2Ï

(a+N(t))(a+ N̈)

}
(N(t) − N̈)2 +ω1ω3P(t)

× (N(t) − N̈)(A(t) − Ä) + {k1(e1ω1 − e3ω1ω3A(t)) −ω1}(N(t) − N̈)(P(t) − P̈)

+

{
ω2(a− N̈)

(a+N(t))(a+ N̈)
+

k2e2ω2a

(a+N(t))(a+ N̈)

}
× (N(t) − N̈)(I(t) − Ï) +β(k2 − k1)(P(t) − P̈)

× (I(t) − Ï) + {k1e3ω3(θ−ω1N̈) −ω3(θ−ω1N̈)}(P(t) − P̈)(A(t) − Ä).

Taking k2 = N̈−a
ae2

and k1 = 1
e1−e3ω3A

,

dV

dt
6 −

[{
r

K
−

ω2Ï

(a+N)(a+ N̈)
−
ω1ω3P

2

}
(N− N̈)2 +

{
(1 − k1e3)ω3(θ−ω1N̈)

2
−
ω1ω3P

2

}
× (A− Ä)2 +

{
β(k1 − k2)

2
+
ω2(θ−ω1N̈)(1 − k1e3)

2

}
(P− P̈)2 +

β(k1 − k2)

2
(I− Ï)2

]
.

Now, dVdt is negative definite if (3.20) holds.

4. Spatio-temporal model

4.1. Linear stability analysis

We analyze the local stability spatiotemporal model (2.2) using following two-dimensional spatiotem-
poral perturbation:

N = N∗ + σ1 exp(λkt+ i(kxx+ kyy)) = N∗ + σ1h1, A = A∗ + σ2 exp(λkt+ i(kxx+ kyy)) = A∗ + σ2h2,
P = P∗ + σ3 exp(λkt+ i(kxx+ kyy)) = P∗ + σ3h3, I = I∗ + σ4 exp(λkt+ i(kxx+ kyy)) = I∗ + σ4h4,

where, σ1, σ2, σ3 and σ4 are very small constants, kx and ky are the components of the wave number k
along x and y direction, respectively, and λk is wave length.

Theorem 4.1. The coexistent state of linearized form of the spatiotemporal model (2.2) is locally asymptotically
stable if in addition to Theorem 3.12, the following condition also holds:

c11 > max
{
c13c31

c33
,
−c44c22 + c14c41

2(c22 + c44)
,
c23c32

c22

}
, (4.1)

c11DP + c33DN < −(DP +DN)min{c44, c22}, (4.2)

−{
c11c22DIDP
c22c44

} < DNDP < max
{
−(c11 + c33)DADI

c22 + c44
,
−(c11DP + c33DN)DADI

c44DA + c22DI

}
, (4.3)

c11DA + c22DN < min
{
c14c41

c44
,
c13c41DA
c43

}
, (4.4)

c31DA
c22DP

> max
{
c41

c43
, c11 −

c23c32DN
c22DP

}
, (4.5)

c11D
2
P + c22(D

2
P +D

2
N) + c44(D

2
P +D

2
N) +D

2
Nc33 < 0. (4.6)

Proof. The characteristic equation of the linearized spatiotemporal model (2.2) is,

(J−Dk2 − λkI)(h1,h2,h3,h4) = 0, (4.7)
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where,

J =


c11 c12 c13 c14
c21 c22 c23 c24
c31 c32 c33 c34
c41 c42 c43 c44

 , D =


DN 0 0 0

0 DA 0 0
0 0 DP 0
0 0 0 DI

 ,

where, k denotes the wave number, k2 = k2
x + k

2
y, and I is the 4× 4 identity matrix. The entries of matrix

J are given in Theorem 3.12. We write characteristic equation (4.7) in the following form:

det(J−Dk2 − λkI) = λ
4
k + γ1(k

2)λ3
k + γ2(k

2)λ2
k + γ3(k

2)λ+ γ4(k
2), (4.8)

where,

γ1(k
2) = −Trac(I−Dk2) = k2(DN +DA +DP +DI) +B1,

γ2(k
2) = k4(DADP +DADN +DPDN +DADI +DPDI +DNDI) − k

2(DN(c22 + c33 + c44)

+DA(c11 + c33)c44 +DP(c11 + c22 + c44) +DI(c11 + c22 + c33)) +B2,

γ3(k
2) = k6(DNDADP +DADPDI +DNDADI +DNDPDI) − k

4((c11 + c44)DADP +DADN(c33 + c44)

+DPDN(c22 + c44) +DADI(c11 + c33) +DPDI(c11 + c22) +DNDI(c33 + c22))

+ k2(DA(−c13c31 + c11c33 − c14c41 − c34c43 + c33c44) +DP(c11c22 − c14c41 + c11c44 + c22c44)

+DN(−c23c32 + c22c33 − c34c43 + c22c44 + c33c44)

+DI(c11c22 − c13c31 − c23c32 + c11c33 + c22c33)) +B3,

γ4(k
2) = k8DADPDNDI − k

6(c44DADPDN + c11DADPDI + c33DADNDI) + c22DPDNDI)

+ k4((−c14c41 + c11c44)DADP + (−c34c43 + c33c44)DADN + c22c44DPDN + (−c13c31

+ c11c33)DADI + c11c22DPDI + (−c23c32 + c22c33)DNDI) + k
2(c14c33c41 − c13c34c41

− c14c31c43 + c11c34c43 + c13c31c44 − c11c33c44)DA + (c14c22c41 − c11c22c44)DP

+ (c22(c34c43 − c33c44) + c23c32c44)DN + (c13(c22c31 − c21c32) + c11(c23c32 − c22c33))DI +B4.

In the given expressions, B1, B2, B3, and B4 are same as defined in Theorem 3.12,

γ1γ2 − γ3 = V1k
6 + V2k

4 + V3k
2 +B1B2 −B3. (4.9)

Here,

V1 = D2
A(DP +DN +DI) +D

2
P(DA +DN +DI) + 2DADPDN +D2

N(DA +DP +DI) + 2DADPDI
+ 2DADNDI + 2DPDNDI +D2

I(DA +DP +DN),

V2 = −D2
A(c11 + c33 + c44) −D

2
P(c11 + c22 + c44) −D

2
N(c22 + c33 + c44) −D

2
I(c11 + c22c33)

− 2(DA(DP +DN) +DP(DN +DI) +DI(DA +DN))(c11 + c22 + c33 + c44),

V3 = (2c11c22 + c
2
22 − c13c31 + 2c11c33 + 2c22c33 + c

2
33 − c14c41 + 2c11c44 + 2c22c44 + 2c33c44

+ c2
44)DN + (c11(c11 + 2c22 + 2c33 + 2c44) − c23c32 + 2c22c33 + c

2
33 + 2c22c44 + 2c33c44 + c

2
44)DA

+ (c11(c11 + 2c22 + 2c33 + 2c44) + c
2
22 − c13c31 − c23c32 + 2c22c33 − c34c43 + 2c22c44 + 2c33c44 + c

2
44)DP

+ (c11(c11 + 2c22 + 2c33 + 2c44) + c
2
22 + 2c22c33 + c

2
33 − c14c41 − c34c43 + 2c22c44 + 2c33c44)DI,

and B1B2 − B3 is given in Theorem 3.12. We see that γ1 is always positive as dispersion coefficients DN,
DA, DP and DI are always positive and from Theorem 3.12, B1-B4 are positive. The first term of γ3 is
always positive, the second term of γ3, i.e., coefficient of k4 is positive if it follows (4.2) and (4.3). In the
third term γ3, the first term of k2 is positive if (4.1) holds. The second term is positive when condition (3)
of Theorem 3.12 holds. The third coefficient of k2 is always positive, the fourth coefficient of k2 in γ3 is
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positive when (4.1) holds. Further, the first coefficient of γ4 is always positive, second term, i.e., coefficient
of k6 is positive if condition (4.3) holds, the first coefficient of k4 in γ4 is positive when condition (3) of
Theorem 3.12 holds. The second and third coefficient of k4 in γ4 is positive if (4.1) holds. The last
coefficient of k4 in γ4 is positive when (4.3) holds. The first, second and third coefficient of k2 in γ4 is
positive if (4.4)-(4.5) holds. The last coefficient of k2 in γ4 is positive if (4.1) holds. The expression of
γ1γ2 − γ3 is a cubic polynomial in k2 which is positive if all coefficients of polynomial, i.e., V1, V2 and V3
are positive. It is clear from expression that of V1 is always positive, from expression of V2, we see that the
coefficient of D2

A and D2
I and last term in V2 is positive when condition (1) of Theorem 3.12 holds. The

coefficients of D2
P and D2

N are positive when (4.6) holds. Finally, the coefficient of DN in V3 is positive
when (4.1) holds and rest of the terms of V3 are positive if condition (1) of Theorem 3.12 holds. Hence,
the expression (4.9) is positive.

Example 4.2. For the following set of biologically realistic parameter value: r = 6.1, K = 100, ω1 =
0.01, ω2 = 0.75, ω3 = 0.5, θ = 1.42, µ1 = 0.6, µ2 = 0.2, µ3 = 2, β = 0.2, h = 0.1, e1 = 0.9,
e2 = 0.6, e3 = 0.2, a = 40, b = 5, DN = 0.001, DA = 3, DP = 8, DI = 0.003, k = 2, the pos-
itive equilibrium E7(36.907, 825.297, 8.374, 386.067) of 2.2, exists and satisfies the Routh-Hurwitz crite-
rion, i.e, γ1 = 6304.04458, γ2 = 8.125227807602582 × 106 > 0, γ3 = 3.0167131116344035 × 107, γ4 =
2.181086074368113× 107, γ1γ2 − γ3 = 5.11916× 1010 > 0 and γ1γ2γ3 − γ

2
1γ4 + γ

2
3 = 1.54344× 1018 > 0.

Therefore, the system (2.2) is locally asymptotically stable at E7, if along with the Theorem (3.12), the
conditions (4.1)-(4.6) also hold.

4.2. Turing Instability Analysis
Theorem 4.3. The spatiotemporal model system (2.2) will perform Turing instability for coexistence state E7 if the
following conditions hold:

(1) Q1 < 0 or (Q2 < 0 and Q2
2 > 3Q3Q1);

(2) 2Q3
2 − 9Q1Q2Q3 − 2(Q2

2 − 3Q1Q3)
3
2 + 27Q2

3Q0 < 0.

Proof. The interior equilibrium for spatiotemporal system (2.2) will become unstable if at least one of
eigenvalues of characteristic equation (4.8) is positive. Now, we see that from Theorem (4.1) that γ1-γ4
will transform to B1-B4 for k = 0 and Theorem (3.12) states that the coexistence equilibrium is asymptotic
stable in this case. But the equilibrium may become unstable if any of the conditions γ3(k

2) > 0, γ4(k
2),

γ1(k
2)γ2(k

2) − γ3(k
2) > 0 and γ1(k

2)γ2(k
2)γ3(k

2) − γ2
1(k

2)γ3(k
2) − γ2

4(k
2) > 0 fails to hold with varying

k. Hence, diffusion drives coexistence state towards instability. However, it is clear that γ1 is always
positive. Consequently, instability cannot be occurred by contradicting γ1(k

2) > 0. This concludes that
diffusion-driven instability may occur due to the failure of any one of the rest of the three conditions.
Further, we see from the expression of γ3 and γ1(k

2)γ2(k
2) − γ3(k

2) that both are cubic function of k2

and negative when conditions (4.2), (4.4), and (4.6) violate. These expressions can be written in the form
Q(k2) = Q3k

6 +Q2k
4 +Q1k

2 +Q0 = 0, where Q3 and Q0 are always positive quantities. The values
of coefficients Q0, Q1, Q2, Q3 for γ3 and γ1(k

2)γ2(k
2) − γ3(k

2) are same as given in Theorem 4.1. The
expression Q(k2) is negative for some positive real number k2 6= 0 if Q(k2)min is less than zero, where

the minimum of Q(k2) occurs at k2 = k2
c =

−Q2±
√
Q2

2−3Q3Q1
3Q3

, which is real and positive if and only

if condition (1) of Theorem 4.3 holds. Now Q(k2)min =
2Q3

2−9Q1Q2Q3−2(Q2
2−3Q1Q3)

3
2 +27Q2

3Q0

27Q2
3

. Which is
negative if condition (2) of Theorem 4.3 holds.

For the set of parameter given in Fig. 9, we see that system (2.2) is temporally stable and for the
same values in Fig. 1 shows that as wave number k varies, γ3(k

2), γ4(k
2), γ1(k

2)γ2(k
2) − γ3(k

2) does not
changes its sign from positive to negative. Further, we have also not found any set of parameters for that
these values became negative with the advancement of space. Hence, Turing instability does not occur in
the system (2.2).
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4.3. Higher-order stability analysis
This subsection contains the higher-order stability analysis [12] of the system (2.1).

Theorem 4.4. The constant positive steady state E7 of the spatial model (2.2) is stable for higher-order spatiotem-
poral perturbation terms.

Proof. The model (2.2) can be expressed in the following reaction-diffusion system:

∂N

∂t
= f(N,A,P, I) +DN(

∂2N

∂x2 +
∂2N

∂y2 ),
∂A

∂t
= g(N,A,P, I) +DA(

∂2A

∂x2 +
∂2A

∂y2 ),

∂P

∂t
= l(N,A,P, I) +DP(

∂2P

∂x2 +
∂2P

∂y2 ),
∂I

∂t
= m(N,A,P, I) +DN(

∂2I

∂x2 +
∂2I

∂y2 ),

 (4.10)

with initial distribution and no-flux boundary condition of the population within the 2D closed domain.
The coexistence state of the system (2.1) is spatially homogeneous equilibrium for the system (2.2). We
consider that equilibrium E7 is locally stable for the temporal model and taking following spatial pertur-
bations:

N = N∗ + s(t, x,y), A = A∗ + u(t, x,y), P = P∗ + v(t, x,y), I = I∗ +w(t, x,y)

in system (4.10) near the coexistence state E7. We expand the temporal part of the system (4.10) in the
following form using Taylor’s series for only second-order terms:

∂N

∂t
= fNs+ fAu+ fPv+ fIw+

fNNs
2

2
+
fAAu

2

2
+
fPPv

2

2
+
fIIw

2

2
+ fNAsu

+ fNPsv+ fNIsw+ fAPuv+ fAIuw+ fPIvw+DN(
∂2s

∂x2 +
∂2s

∂y2 ), (4.11)

∂A

∂t
= gNs+ gAu+ gPv+ gIw+

gNNs
2

2
+
gAAu

2

2
+
gPPv

2

2
+
gIIw

2

2
+ gNAsu

+ gNPsv+ gNIsw+ gAPuv+ gAIuw+ gPIvw+DA(
∂2u

∂x2 +
∂2u

∂y2 ), (4.12)

∂P

∂t
= lNs+ lAu+ lPv+ lIw+

lNNs
2

2
+
lAAu

2

2
+
lPPv

2

2
+
lIIw

2

2
+ lNAsu

+ lNPsv+ lNIsw+ lAPuv+ lAIuw+ lPIvw+DP(
∂2v

∂x2 +
∂2v

∂y2 ), (4.13)

∂I

∂t
= mNs+mAu+mPv+mIw+

mNNs
2

2
+
mAAu

2

2
+
mPPv

2

2
+
mIIw

2

2
+mNAsu

+mNPsv+mNIsw+mAPuv+mAIuw+ fPIvw+DI(
∂2w

∂x2 +
∂2w

∂y2 ). (4.14)

Further, we will take parabolic spatial perturbations:

s(t, x,y) = s(t) cos(kxx) cos(kyy), u(t, x,y) = u(t) cos(kxx) cos(kyy),
v(t, x,y) = v(t) cos(kxx) cos(kyy), w(t, x,y) = w(t) cos(kxx) cos(kyy).

Taking these perturbations only for the diffusion part of the system (4.10), we get the following system of
four differential equations:

∂s

∂t
= fNs+ fAu+ fPv+ fIw+

fNNs
2

2
+
fAAu

2

2
+
fPPv

2

2
+
fIIw

2

2
+ fNAsu

+ fNPsv+ fNIsw+ fAPuv+ fAIuw+ fPIvw+DNk
2s, (4.15)

∂u

∂t
= gNs+ gAu+h Pv+ gIw+

gNNs
2

2
+
gAAu

2

2
+
gPPv

2

2
+
gIIw

2

2
+ gNAsu
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+ gNPsv+ gNIsw+ hAPuv+ hAIuw+ hPIvw+DAk
2u, (4.16)

∂v

∂t
= lNs+ lAu+ lPv+ lIw+

lNNs
2

2
+
lAAu

2

2
+
lPPv

2

2
+
lIIw

2

2
+ lNAsu

+ lNPsv+ lNIsw+ lAPuv+ lAIuw+ lPIvw+DPk
2v, (4.17)

∂w

∂t
= mNs+mAu+mPv+mIw+

mNNs
2

2
+
mAAu

2

2
+
mPPv

2

2
+
mIIw

2

2
+mNAsu

+mNPsv+mNIsw+mAPuv+mAIuw+ fPIvw+DIk
2w. (4.18)

Now, we multiply equations (4.15)-(4.18) by 2s, 2u, 2v and 2w, respectively and then takes only terms of
second order in consideration. Thus, we get the equations for ∂s

2

∂t , ∂u
2

∂t , ∂v
2

∂t , ∂w
2

∂t . Again, we multiply
(4.15) by u and (4.16) by s, add them and repeat this process for each pair of equations from (4.15)-(4.18),
we get equations for ∂us∂t , ∂vs∂t , ∂sw∂t , ∂uv∂t , ∂uw∂t , ∂vw∂t . Combining equations for ∂s∂t , ∂u∂t , ∂v∂t , ∂w∂t , ∂s

2

∂t , ∂u
2

∂t ,
∂v2

∂t , ∂w
2

∂t , ∂us∂t , ∂vs∂t , ∂sw∂t , ∂uv∂t , ∂uw∂t , ∂vw∂t results a system of equation in variables s, u, v, w, s2, u2, v2,
w2, su, sv, sw, uv, uw, and vw. Rewriting this dynamical system in matrix form; dYdt = DY, where,
Y = [s,u, v,w, s2,u2, v2,w2, su, sv, sw,uv,uw, vw]T and D is 14× 14 matrix. The characteristic equation for
this system is,

|D− λI14| = 0. (4.19)

Here, λ = λ(k) are the eigenvalues of matrix D and I14 is 14× 14 identity matrix. The stable coexistence
state of the system (2.2) reaches instability with the advancement of k if at least one eigenvalue of matrix
D is real and positive or pair of complex conjugates eigenvalues with a positive real part. Moreover, at
least one eigenvalue with a positive real part implies that spatiotemporal perturbation diverges with the
advancement of time.

5. Numerical simulation

Numerical simulation is essential to support the theoretical analysis. It finds the effect of in-built
system parameters on the system’s behavior. We will first simulate the temporal system (2.1), and then
the spatiotemporal system (2.2). We studied the parameter values of [8, 21, 28–31, 36] and set range for
each parameter. The default parameter values for the model are midway through the given range except
where the model solution did not occur. We choose the predation rate ω1, lesser than ω3 as RHD-infected
rabbits are scarce, and alternative prey is readily available for foxes. We take ω2 more than ω1 as the
total food intake of mange-infected foxes depends only on the rabbits. Further, the conversion coefficients
for primary prey are taken more than that of alternative prey, as predation on alternative prey negatively
affects fox’s health condition. Moreover, the conversion coefficients of infective foxes are lesser than the
healthy ones.

Table 1: Range of parameter values for the model (2.1).
parameter r, b K ω1, ω2 ω3 a µ1 µ2

Range [0.2, 6.1] [5, 500] [0.01, 4.5] [0.5, 2] [0.2, 40] [0.14, 2.9] [0.1,0.98]
parameter µ3 e1, e2 e3 β h θ -
Range [0.1, 2] [0.1, 0.439] [0.2, 0.8] [0.001, 0.28] [0.1, 2] 1.42 -

5.1. Temporal model

The numerical simulation of non-diffusive system reveals that for the default parameter set: r = 6.1,
K = 100, ω1 = 0.01, ω2 = 0.75, ω3 = 0.5, θ = 1.42, µ1 = 0.6, µ2 = 0.2, µ3 = 2, e1 = 0.9, e2 = 0.6,
e3 = 0.2, β = 0.225, h = 0.1, a = 40, a = 40, the system 2.1 shows very interesting behaviors as disease
transmission coefficient β and hunting rate h varies. For this set, the system 2.1 is asymptotically stable
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near the interior equilibrium, as presented in the Fig. 2. If we fix other parameters and vary β from
0.2 to 0.12, the system shows chaotic behavior, as shown in Fig. 3. We have also shown these situations
through the Lyapunov spectrum in Fig. 4; we call the largest exponent as Maximal Lyapunov exponent
(MLE) predicts the behavior of the dynamical system. A negative (MLE) indicates the system is stable,
and a positive one shows that the system is chaotic. If we again reduce β to 0.09, the equilibrium APFIPE

appears. Following this for β = 0.001, the equilibrium APFWIPE appears. We can easily see these
conditions in Fig. 8 (b) and 8 (c), respectively. If we increase µ1 = 5.1 and decrease µ3 = 0.2, diseased
equilibrium appears. We can see this in Fig. 8 (a). We have seen from Fig. 6 that if we vary hunting rate
from h = 0.1 to h = 2, the system (2.1) reaches towards the instability and exhibits Hopf bifurcation near
state coexistence state. Again, if we increase the healthy predator natural death rate µ2 = 0.2 to µ2 = 1.04
and keep other parameters fixed as in Fig. 8 (b), mange-free equilibrium appears as in Fig. 5.

5.2. Spatiotemporal model

This subsection contains the numerical simulation of the diffusive system (2.2). The Fig. 9 shows
local stability of the interior equilibrium E7(36.907, 825.297, 8.374, 386.067) of the system (2.2) for diffusion
coefficients DN = 0.001, DA = 2, DP = 5 and DI = 0.003, keeping rest of the parameter values same
as in Fig. 2. Here, we choose the diffusion coefficient of rabbit and mange-infected fox very less as they
are infective and unable to move far in other spatial locations. The system does not change its stability
behavior; if we increase the diffusion coefficient to DP = 8 and then DP = 12, we obtained the same Fig.
9. We see in Fig. 10 that the diffusive system shows chaotic behavior for mange contact rate β = 0.12. We
took the same parameter value as Fig. 9 and found the possibility that one eigenvalue of the characteristic
equation (4.19) has a positive real part. For this, we have plotted the largest Reλ(k) for the linear system
and higher-order system obtained by equations (4.7) and (4.19), respectively, against the wavelength k.
We have executed this process to check whether stability behavior varies for a higher-order system, which
is shown in Fig. 7.

6. Discussion and conclusion

In this article, we proposed and analyzed the European rabbit-alternative prey-red fox four-compart-
ment dynamical model to find the mange, hunting, and long-term effect of RHD on the rabbit-red fox
dynamics worldwide. We obtained conditions for the boundedness of the solution, existence, and stability
for the non-diffusive model. We have also analyzed the same eco-epidemiological system with diffusion
to understand the effect of diffusion on the system.

The numerical simulation shows that the coexistence equilibrium for the non-diffusive and diffusive
model is locally and globally stable under a fixed region of attraction R4

+ when certain conditions are
satisfied. The equilibrium is stable with very few numbers of rabbits and healthy red foxes and many
alternative preys and mange-infected foxes, confirming the actual scenario. The main reason is that the
abundance of rabbits makes it the fox’s primary food. Consequently, the predation is asymptotically high
and shifts to alternative prey when rabbits become scarce due to RHD [18, 28]. The high consumption
of alternative prey results in adverse changes in the physical condition of foxes, and it started to decline.
Also, decreasing rabbit population allows vegetation to recover, subsequently incrementing habitat and
shelter for wildlife; hence, predation is considered to have decreased, resulting in an increase in alternative
prey species on native fauna [18]. For the critical value of mange contact rate β = β+ = .12, the system’s
behavior becomes unpredictable around coexistence equilibrium in both the diffusive and non-diffusive
cases. Furthermore, for low disease transmission rate β, only RHD infected rabbit, healthy fox, and
mange-infected fox remain in the system. The above results show that mange disease exists in the system
environment even at a low disease transmission rate. Moreover, a low mange contact rate helps the
healthy red fox population grow, predating the alternative prey population and removing them from
the environment. Also, the trivial value of β drives the system to alternative prey-free and mange-free,
and only RHD-infected rabbits and healthy foxes are left in the system. We aim to get stable European
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rabbit-red fox dynamics despite RHD disease in European rabbits [29]. So, we conclude that we must
control mange disease to get the required stable rabbit-red fox dynamics. Mange contact rate can be
controlled via isolation and treatment of mange-infected foxes. Also, only diseased populations remain
in the environment for a very high alternative prey death rate and low death rate of the mange-infected
fox. The system also loses its stability at the critical value of the hunting rate, and bifurcation occurs. The
above results that hunting at a significant level destabilizes the dynamics. So, we should control red fox
hunting strategies to save the rabbit-alternative prey-fox dynamics. The graphs for the diffusion model
show that this system does not have diffusion-driven instability. The reason behind this is the presence of
alternative prey in the rabbit-red fox dynamics. Due to RHD’s effect, the red fox population finds their
primary prey, European rabbits, very few and migrates to other spatial locations searching for alternative
prey and easily predates them. So, the system became stable with space. The above concludes that if the
proposed system is stable with time, it is also stable with the advancement of space. It is observed from
the higher-order stability analysis that the largest Reλ(k) < 0 for both the linear system and higher-order
for all values of wavelength k, which concludes that if the system is linearly stable, it is also higher-order
stable. The advantage of the proposed model is to control the declining red fox population despite RHD
in European rabbits by regulating mange contact rate, which is the significant factor of the proposed
system. Further, we show that the presence of alternative prey in the dynamic proposed by [29] drives the
diffusive system towards stability. This research did not take into account hunting strategies for healthy
predators. If we take different hunting rates for healthy and infected predators, we would know which
reason more influences the stability, hunting of healthy foxes or mange-infected foxes.
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Figure 1: Turing instability for (a) γ3; (b) γ4; (c) γ1γ2 − γ3.
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Figure 2: Stability figure (a) rabbit population; (b) alternative prey population; (c) healthy fox; (d) mange-infected fox; when
r = 6.1, K = 100, ω1 = 0.01, ω2 = 0.75, ω3 = 0.5, θ = 1.42, µ1 = 0.6, µ2 = 0.2, µ3 = 2, β = 0.225, h = 0.1, e1 = 0.9, e2 = 0.6,
e3 = 0.2, a = 40, b = 5, with the initial condition [N(0)A(0)P(0)I(0)] = [402008300].
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Figure 3: Chaotic behavior of (a) rabbit population; (b) alternative prey population; (c) healthy fox; (d) mange-infected fox; for
β = 0.12, keeping rest of the parameters fixed as in Fig. 2.
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Figure 4: Convergence plot of Lyapunove spectrum for different values of β and keeping other parameter fixed as
2 (a) stable focus for β = 0.225 with (−0.52303,−3.3887,−6.3459,−14.7247); (b) strange attractor for β = 0.12 with
(0.54329,−3.3587,−4.105,−5.886).
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Figure 5: Stability figure of MFE for µ2 = 1.04 and β = 0.09, keeping rest of the parameters fixed as in Fig. 2.
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Figure 6: Bifurcation figure (a) rabbit population; (b) alternative prey population; (c) healthy fox; (d) mange-infected fox; for
h = 2 keeping rest of the parameters fixed as in Fig. 2.
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Figure 7: Higher order stability in diffusive model, for r = 6.1, K = 100, ω1 = 0.01, ω2 = 0.75, ω3 = 0.5, θ = 1.42, µ1 = 0.6,
µ2 = 0.2, µ3 = 2, β = 0.225, h = 0.1, e1 = 0.9, e2 = 0.6, e3 = 0.2, a = 40, b = 5, DN = 0.001, DA = 2, DP = 5, DI = 0.003.
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Figure 8: Stability figure for (a) diseased equilibrium for µ1 = 5.1 and µ3 = 0.2; (b) APFIPE for β = 0.09; (c) APFWIPE for
β = 0.001, keeping rest of the parameters fixed as in Fig. 2.
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Figure 9: Stability figure of diffusive system (a) rabbit population; (b) alternative prey population; (c) healthy fox; (d) mange-
infected fox, when r = 6.1, K = 100, ω1 = 0.01, ω2 = 0.75, ω3 = 0.5, θ = 1.42, µ1 = 0.6, µ2 = 0.2, µ3 = 2, β = 0.2,
h = 0.1, e1 = 0.9, e2 = 0.6, e3 = 0.2, a = 40, b = 5, DN = 0.001, DA = 2, DP = 5, DA = 0.003,with the initial condition
[N(0)A(0)P(0)I(0)] = [402008300].
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Figure 10: Chaotic behavior of diffusive system (a) rabbit population; (b) alternative prey population; (c) healthy fox; (d) mange-
infected fox; when r = 6.1, K = 100, ω1 = 0.01, ω2 = 0.75, ω3 = 0.5, θ = 1.42, µ1 = 0.6, µ2 = 0.2, µ3 = 2, β = 0.12,
h = 0.1, e1 = 0.9, e2 = 0.6, e3 = 0.2, a = 40, b = 5, DN = 0.001, DA = 2, DP = 5, DA = 0.003, with the initial condition
[N(0)A(0)P(0)I(0)] = [401008300].
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