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#### Abstract

In this paper, we study the existence and the uniqueness of the solution of the non-local problems of $q$-fractional functional integro-differential equation with non-local q-integral condition. The continuous dependence of the solution will be studied. Two examples will be given to illustrate results.


Keywords: Functional equations, existence of solutions, continuous dependence, $q$-calculus.
2020 MSC: 34B18, 34A30, 34k10.
©2023 All rights reserved.

## 1. Introduction

$q$-calculus, This area of research has several applications, see $[2,10,11]$ and references therein. There are several developments and applications of the q-calculus in mathematical physics, the theory of relativity and special functions [1, 4]. In several papers [13, 15], integro-differential equation with infinitepoint boundary conditions have been studied. In [5-7] El-Sayed et al. introduced and studied integrodifferential equation with infinite-point boundary conditions.

In this paper, we are concerned with $q$-fractional functional integro-differential equation

$$
\begin{equation*}
\frac{d x}{d t}=f\left(t, x(t), I_{q}^{\delta} g(t, x(t))\right), \quad \text { a.e. } \quad t \in(0,1], \tag{1.1}
\end{equation*}
$$

with the non-local q-integral

$$
\begin{equation*}
\int_{0}^{1} x(s) d_{q} s=x_{0} \tag{1.2}
\end{equation*}
$$

The existence and the uniqueness of solution, under certain conditions, will be proved. The continuous dependence of the solution on $x_{0}$, will be studied.

[^0]Importance of fractional differential equations appears in many of the physical and engineering phenomena [13]. Problems with non-local conditions and related topics were studied, for example [6, 7, 9]. The attention of researchers subject of q-differential equations appeared in recent years [17]. Noted recently the attention of many researchers is in the field of fractional $q$-calculus $[3,14,18,19]$.

The paper is organized as follows. In Section 2 some necessary definitions and results are recalled from the literature and the equivalence $q$-fractional functional integro-differential equation (1.1) with nonlocal q-integral condition (1.2) is given. In Section 3, we study the existence of continuous solutions of the problem (1.1)-(1.2). In Section 4, we establish the existence of exactly one solution of (1.1)-(1.2). In Section 5, the continuous dependence of the solution is studied. In Section 6, two examples are given to demonstrate the main existence result. Finally, the conclusion of our work is introduced.

## 2. q-calculus

First, we write the basic definitions of the q-fractional integral and q-derivatives, for more details.

- Let a real parameter $q \in(0,1)$, we define a $q$-real number $[a]_{q}$ by

$$
[a]_{q}=\frac{1-q^{a}}{1-q}, a \in \mathbb{R}
$$

- A q-analog of the Pochhammer symbol (q-shifted factorial) is defined by

$$
(a ; q)_{n}= \begin{cases}1, & n=0 \\ \prod_{i=1}^{n-1}\left(1-a q^{i}\right), & n \in \mathbb{N}\end{cases}
$$

- The $q$-analog of the power $(a-b)^{n}$ is given by

$$
(a-b)^{n}=\left\{\begin{array}{lc}
1, & n=0 \\
\prod_{i=1}^{n-1}\left(a-b q^{i}\right), & n \in \mathbb{N}, a, b \in \mathbb{R}
\end{array}\right.
$$

- Also,

$$
(a-b)^{n}=a^{n}(b / a ; q)_{n}, a \neq 0
$$

Notice that, $\lim _{n \rightarrow \infty}(a ; q)_{n}$ exists and we will denote it by $(a ; q)_{\infty}$.

- More generally, for $\lambda \in \mathbb{R}, a q^{\lambda} \neq q^{-n}(n \in \mathbb{N})$, we define

$$
(a ; q)_{\lambda}=\frac{(a ; q)_{\infty}}{\left(a q^{\lambda} ; q\right)_{\infty}} \quad \text { and } \quad(a-b)^{(\lambda)}=a^{\lambda} \frac{(b / a ; q)_{\infty}}{\left(q^{\lambda} b / a ; q\right)_{\infty}}
$$

- The q-gamma function is defined by

$$
\Gamma_{\mathrm{q}}(\mathrm{t})=\frac{\mathrm{G}\left(\mathrm{q}^{\mathrm{t}}\right)}{(1-\mathrm{q})^{\mathrm{t}-1} \mathrm{G}(\mathrm{q})}, \mathrm{t} \in \mathbb{R}-\{0,-1,-2, \ldots\}
$$

where $G\left(q^{t}\right)=\frac{1}{\left(q^{t} ; q\right)_{\infty}}$. Or, equivalently, $\Gamma_{q}(t)=\frac{1-q^{(t-1)}}{1-q^{t-1}}$, and satisfies $\Gamma_{q}(t+1)=[t]_{q} \Gamma_{q}(t)$.
Definition 2.1 ([2]). Let $f$ be a function defined on [0, 1]. The fractional q-integral of the Riemann-Liouville type of order $\delta \geqslant 0$ is given by

$$
\left(I_{q}^{\delta} f\right)(t)= \begin{cases}f(t) & \delta=0 \\ \frac{1}{\Gamma_{q}(\delta)} \int_{0}^{t}(t-q s)^{\delta-1} f(s) d_{q} s=(1-q)^{\delta} t^{\delta} \sum_{i=0}^{\infty} q^{i} \frac{\left(q^{\delta} ; q\right)_{i}}{(q ; q)_{i}} f\left(q^{i} t\right), & \delta>0\end{cases}
$$

Lemma 2.2 ([16]). For $\delta>0$, using q-integration by parts, we have

$$
\left(\mathrm{I}_{\mathrm{q}}^{\delta} 1\right)(\mathrm{t})=\frac{\mathrm{t}^{(\delta)}}{\Gamma_{\mathrm{q}}(\delta+1)}
$$

The equivalence of (1.1)-(1.2) and integral equation is given in the following lemma.
Lemma 2.3. If the solution of the non-local problem (1.1)-(1.2) exists, then the functional q-fractional integrodifferential equation (1.1)-(1.2) and the functional $q$-integral equation

$$
\begin{equation*}
x(t)=\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right]+\int_{0}^{t} f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right) d s . \tag{2.1}
\end{equation*}
$$

are equivalent.
Proof. Let x be a solution of the non-local problem (1.1)-(1.2), integrating both sides of (1.1) we get

$$
\begin{equation*}
x(t)=x(0)+\int_{0}^{t} f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right) d s \tag{2.2}
\end{equation*}
$$

Using the non-local q-condition (1.2), we get

$$
\int_{0}^{1} x(s) d_{\mathfrak{q}} s=\int_{0}^{1} x(0) d_{q} s+\int_{0}^{1} \int_{0}^{s} f\left(\theta, x(\theta), I_{\mathfrak{q}}^{\delta} g(\theta, x(\theta))\right) d \theta d_{\mathfrak{q}} s,
$$

then

$$
\begin{equation*}
x(0)=\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right] . \tag{2.3}
\end{equation*}
$$

Using (2.2) and (2.3), we obtain (2.1). To complete the proof, suppose that $x$ satisfies equation (2.1), differentiating (2.1) we obtain

$$
\begin{aligned}
\frac{d x}{d t} & =\frac{d}{d t}\left\{\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right] \int_{0}^{t} f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right) d s\right\} \\
& =0+\frac{d}{d t} \int_{0}^{t} f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right) d s=f\left(t, x(t), I_{q}^{\delta} g(t, x(t))\right)
\end{aligned}
$$

and

$$
\int_{0}^{1} x(\tau) d_{q} \tau=\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right] \int_{0}^{1} d_{q} \tau+\int_{0}^{1} \int_{0}^{\theta} f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right) d^{\prime} d_{q} \tau .
$$

Then

$$
\int_{0}^{1} x(\tau) d_{q} \tau=x_{0}
$$

## 3. Existence of solution

In the following theorem, using Schauder fixed point theorem [8], we establish existence of at least one solution of (1.1)-(1.2).
Theorem 3.1. Let $\mathrm{f}:[0,1] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ and $\mathrm{g}:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies Carathéodory condition, if there exist functions $\mathrm{c}_{1,2} \in \mathrm{~L}^{1}[0,1]$ and positive constants $\mathrm{b}_{1,2}>0$ such that

$$
|f(t, x, y)| \leqslant c_{1}(t)+b_{1}|x|+b_{1}|y|,|g(t, x)| \leqslant c_{2}(t)+b_{2}|x|,
$$

and

$$
\sup _{t \in[0,1]} \int_{0}^{t} c_{1}(s) d s \leqslant M_{1}, \quad \sup _{t \in[0,1]} \int_{0}^{t} I_{q}^{\delta} c_{2}(s) d s \leqslant M_{2}, \quad\left(2 b_{1}+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{\mathfrak{q}}(\delta+1)}\right) \in[0,1)
$$

then the non-local problem (1.1)-(1.2) has at least one solution.

Proof. Define the operator A associated with the integral equation (2.1) by

$$
A x(t)=\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x(\theta), I_{\mathfrak{q}}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right]+\int_{0}^{t} f\left(s, x(s), I_{\mathcal{q}}^{\delta} g(s, x(s))\right) d s
$$

Let $Q_{r}=\{x(t) \in \mathbb{R}:\|x\| \leqslant r\}$, where $r=\frac{\left|x_{0}\right|+2 M_{1}+2 b_{1} M_{2}}{1-\left(2 b_{1}+\frac{21_{2}}{(\delta+1) b_{q}(\delta+1)}\right)}$. Then, for $x \in Q_{r}$, we have

$$
\begin{aligned}
|A x(t)| \leqslant & \frac{1}{\int_{0}^{1} d_{q} s}\left[\left|x_{0}\right|+\int_{0}^{1} \int_{0}^{s}\left|f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right)\right| d \theta d_{q} s\right]+\int_{0}^{t}\left|f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right)\right| d s \\
\leqslant & \frac{1}{\int_{0}^{1} d_{q} s}\left[\left|x_{0}\right|+\int_{0}^{1} \int_{0}^{s}\left(c_{1}(\theta)+b_{1}|x(\theta)|+b_{1} I_{q}^{\delta}|g(\theta, x(\theta))|\right) d \theta d_{q} s\right] \\
& +\int_{0}^{t}\left(c_{1}(s)+b_{1}|x(s)|+b_{1} I_{q}^{\delta}|g(s, x(s))|\right) d s \\
\leqslant & \frac{1}{\int_{0}^{1} d_{q} s}\left[\left|x_{0}\right|+\int_{0}^{1}\left(M_{1}+b_{1} r+b_{1} \int_{0}^{s} I_{q}^{\delta}\left|c_{2}(\theta)+b_{2}\right| x(\theta) \mid d_{q} s\right)\right] \\
& +M_{1}+b_{1} r+b_{1} \int_{0}^{t} I_{q}^{\delta}\left(c_{2}(s)+b_{2}|x(s)|\right) d s \\
\leqslant & \frac{1}{\int_{0}^{1} d_{q} s}\left[\left|x_{0}\right|+\int_{0}^{1}\left(M_{1}+b_{1} r+b_{1} M_{2}+b_{1} b_{2} r \int_{0}^{s} \frac{\theta^{\delta}}{\Gamma_{q}(\delta+1)} d \theta\right)\right] d_{q} s \\
& +M_{1}+b_{1} r+b_{1} M_{2}+b_{1} b_{2} r \int_{0}^{t} \frac{s^{\delta}}{\Gamma_{q}(\delta+1)} d s \\
= & \frac{\left|x_{0}\right|}{\int_{0}^{1} d_{q} s}+2 M_{1}+2 b_{1} r+2 b_{1} M_{2}+\frac{2 b_{1} b_{2} r}{(\delta+1) \Gamma_{q}(\delta+1)}=r .
\end{aligned}
$$

This proves that $A: Q_{r} \rightarrow Q_{r}$ and the class of functions $\{A x\}$ is uniformly bounded in $Q_{r}$.
Now, let $t_{1}, t_{2} \in(0,1)$ such that $\left|t_{2}-t_{1}\right|<\delta$, then

$$
\begin{aligned}
\left|A x\left(t_{2}\right)-A x\left(t_{1}\right)\right| & =\left|\int_{0}^{t_{2}} f\left(s, x(s), I_{\mathfrak{q}}^{\delta} g(s, x(s))\right) d s-\int_{0}^{t_{1}} f\left(s, x(s), I_{\mathcal{q}}^{\delta} g(s, x(s))\right) d s\right| \\
& \leqslant \int_{t_{1}}^{t_{2}}\left|f\left(s, x(s), I_{\mathfrak{q}}^{\delta} g(s, x(s)) d s\right)\right| d s \\
& \leqslant \int_{\mathbf{t}_{1}}^{t_{2}}\left(c_{1}(s)+b_{1}|x(s)|+b_{1} I_{\mathfrak{q}}^{\delta} \mid g(s, x(s)) d s\right) \mid d s \\
& \leqslant \int_{t_{1}}^{t_{2}} c_{1}(s) d s+\left(t_{2}-t_{1}\right) b_{1} r+b_{1} \int_{t_{1}}^{t_{2}} I_{\mathfrak{q}}^{\delta} c_{2}(s) d s+b_{1} b_{2} r \int_{t_{1}}^{t_{2}} \frac{s^{\delta}}{\Gamma_{\mathbf{q}}(\delta+1)} d s .
\end{aligned}
$$

This mean that the class of functions $\{A x\}$ is equi-continuous in $Q_{r}$. Let $x_{n} \in Q_{r}, x_{n} \rightarrow x(n \rightarrow \infty)$, then from continuity of the functions $f$ and $g$, we obtain $f\left(t, x_{n}(t), y_{n}(t)\right) \rightarrow f(t, x(t), y(t))$ and $g\left(t, x_{n}(t)\right) \rightarrow$ $\mathrm{g}(\mathrm{t}, \mathrm{x}(\mathrm{t}))$ as $\mathrm{n} \rightarrow \infty$. Also

$$
\begin{align*}
\lim _{n \rightarrow \infty} A x_{n}(t)= & \lim _{n \rightarrow \infty}\left[\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x_{n}(\theta), I_{\mathfrak{q}}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right]\right.  \tag{3.1}\\
& \left.+\int_{0}^{t} f\left(s, x_{n}(s), I_{\mathfrak{q}}^{\delta} g\left(s, x_{n}(s)\right)\right) d s\right]
\end{align*}
$$

Using (1.1)-(1.2) and Lebesgue dominated convergence Theorem [12], from (3.1) we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} A x_{n}(t)= & {\left[\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x_{n}(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right]\right.} \\
& \left.+\int_{0}^{t} \lim _{n \rightarrow \infty} f\left(s, x_{n}(s), I_{q}^{\delta} g\left(s, x_{n}(s)\right)\right) d s\right]=A x(t)
\end{aligned}
$$

Then $A x_{n} \rightarrow A x$ as $n \rightarrow \infty$. This mean that the operator $A$ is continuous. Then by Schauder fixed point Theorem [8] there exist at least one solution $x \in C[0,1]$ of the functional equation (1.1)-(1.2).

## 4. Uniqueness of the solution

In the following theorem, we establish existence of exactly one solution of (1.1)-(1.2).
Theorem 4.1. Let $f:[0,1] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ is measurable in $t$ for any $x, y \in \mathbb{R}$ and continuous in $x, y$ for all $t \in[0,1]$ and $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is measurable in $t$ for any $x \in \mathbb{R}$ and continuous in $x$ for all $t \in[0,1]$. If there exists $\mathrm{b}_{1,2}>0$ with

$$
|f(t, x, y)-f(t, u, v)| \leqslant b_{1}|x-u|+b_{1}|y-v| \quad \text { and } \quad|g(t, x)-g(t, u)| \leqslant b_{2}|x-u|
$$

then the solution of the non-local problem (1.1)-(1.2) is unique.
Proof. Let $x, y$ be two the solution of (1.1)-(1.2), then

$$
\begin{aligned}
|x(t)-y(t)|= & \left\lvert\, \frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right]+\int_{0}^{t} f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right) d s\right. \\
& \left.-\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, y(\theta), I_{q}^{\delta} g(\theta, y(\theta))\right) d \theta d_{q} s\right]-\int_{0}^{t} f\left(s, y(s), I_{q}^{\delta} g(s, y(s))\right) d s \right\rvert\, \\
\leqslant & \frac{1}{\int_{0}^{1} d_{q} s} \int_{0}^{1} \int_{0}^{s}\left|f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right)-f\left(\theta, y(\theta), I_{q}^{\delta} g(\theta, y(\theta))\right)\right| d \theta d_{q} s \\
& +\int_{0}^{t}\left|f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right)-f\left(s, y(s), I_{q}^{\delta} g(s, y(s))\right)\right| d s \\
\leqslant & \left.\frac{1}{\int_{0}^{1} d_{q} s} \int_{0}^{1} \int_{0}^{s} \right\rvert\,\left(b_{1}\|x-y\|+b_{1} I_{q}^{\delta} \mid g(\theta, x(\theta))\right. \\
& -g(\theta, y(\theta)) \mid) d \theta d_{q} s+\int_{0}^{t} \mid\left(b_{1}\|x-y\|+b_{1} I_{q}^{\delta}|g(s, x(s))-g(s, y(s))|\right) d s \\
\leqslant & 2 b_{1}\|x-y\|+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{q}(\delta+1)}\|x-y\|=\left(2 b_{1}+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{q}(\delta+1)}\right)\|x-y\| .
\end{aligned}
$$

Hence

$$
\left(1-2 b_{1}+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{q}(\delta+1)}\right)\|x-y\| \leqslant 0
$$

since $\left(2 b_{1}+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{q}(\delta+1)}\right)<1$, then $x=y$ and the solution of the non-local problem (1.1)-(1.2) is unique.

## 5. Continuous dependence

In the following, we give the definition of solutions continuously depend on initial data.
Definition 5.1. The solution $x \in C[0,1]$ of the non-local problem (1.1)-(1.2) depends continuously on $x_{0}$, if

$$
\forall \epsilon>0, \quad \exists \quad \delta_{1}(\epsilon) \quad \text { s.t. } \quad\left|x_{0}-x_{0}^{*}\right|<\delta_{1} \Rightarrow\left\|x-x^{*}\right\|<\epsilon
$$

where $x^{*}$ is the solution of the non-local problem

$$
\begin{equation*}
\frac{d x^{*}}{d t}=f\left(t, x^{*}(t), I_{q}^{\delta} g\left(t, x^{*}(t)\right)\right), \quad \text { a.e. } \quad t \in(0,1] \tag{5.1}
\end{equation*}
$$

with the non-local q-condition

$$
\begin{equation*}
\int_{0}^{1} x^{*}(s) d_{\mathrm{q}} s=x_{0}^{*} \tag{5.2}
\end{equation*}
$$

Theorem 5.2. Let the assumptions of Theorem 4.1 be satisfied, then the solution of the non-local problem (1.1)-(1.2) depends continuously on $x_{0}$.
Proof. Let $x, x^{*}$ be two solutions of the non-local problem (1.1)-(1.2) and (5.1)-(5.2), respectively. Then

$$
\begin{aligned}
\left|x(t)-x^{*}(t)\right|= & \left\lvert\, \frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right) d \theta d_{q} s\right]+\int_{0}^{t} f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right) d s\right. \\
& \left.-\frac{1}{\int_{0}^{1} d_{q} s}\left[x_{0}-\int_{0}^{1} \int_{0}^{s} f\left(\theta, x^{*}(\theta), I_{q}^{\delta} g\left(\theta, x^{*}(\theta)\right)\right) d \theta d_{q} s\right]-\int_{0}^{t} f\left(s, x^{*}(s), I_{q}^{\delta} g\left(s, x^{*}(s)\right)\right) d s \right\rvert\, \\
\leqslant & \frac{\left|x_{0}-x_{0}^{*}\right|}{\int_{0}^{1} d_{q} s}+\frac{1}{\int_{0}^{1} d_{q} s} \int_{0}^{1} \int_{0}^{s}\left|f\left(\theta, x(\theta), I_{q}^{\delta} g(\theta, x(\theta))\right)-f\left(\theta, y(\theta), I_{q}^{\delta} g(\theta, y(\theta))\right)\right| d \theta d_{q} s \\
& +\int_{0}^{t}\left|f\left(s, x(s), I_{q}^{\delta} g(s, x(s))\right)-f\left(s, y(s), I_{q}^{\delta} g(s, y(s))\right)\right| d s \\
\leqslant & \left.\frac{\left|x_{0}-x_{0}^{*}\right|}{\int_{0}^{1} d_{q} s}+\frac{1}{\int_{0}^{1} d_{q} s} \int_{0}^{1} \int_{0}^{s} \right\rvert\,\left(b_{1}\|x-y\|+b_{1} I_{q}^{\delta} \mid g(\theta, x(\theta))\right. \\
& -g(\theta, y(\theta)) \mid) d \theta d_{q} s+\int_{0}^{t} \mid\left(b_{1}\|x-y\|+b_{1} I_{q}^{\delta}|g(s, x(s))-g(s, y(s))|\right) d s \\
\leqslant & \frac{\delta_{1}}{\int_{0}^{1} d_{q} s}+2 b_{1}\|x-y\|+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{q}(\delta+1)}\|x-y\|=\frac{\delta_{1}}{\int_{0}^{1} d_{q} s}+\left(2 b_{1}+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{q}(\delta+1)}\right)\|x-y\| .
\end{aligned}
$$

Hence

$$
\left\|x-x^{*}\right\| \leqslant \frac{\delta_{1}}{\left(\int_{0}^{1} d_{q} s\right)\left[1-\left(2 b_{1}+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{q}(\delta+1)}\right)\right]}=\epsilon
$$

This mean that the solution of the non-local problem (1.1)-(1.2) depends continuously on $x_{0}$.

## 6. Examples

In this section we offer some examples to illustrate our results
Examble 6.1. Consider the following nonlinear integro-differential equation

$$
\begin{equation*}
\frac{d x}{d t}=t^{3} e^{-t}+\frac{\ln (1+x(t))}{3+t^{2}}+I_{0.5}^{\frac{2}{5}} \frac{1}{9}\left(\cos (3 t+3)+t^{5} \cos x(t)+e^{-t} x(t)\right), \quad \text { a.e. } \quad t \in(0,1] \tag{6.1}
\end{equation*}
$$

with q-condition

$$
\begin{equation*}
\int_{0}^{1} x(s) d s=x_{0} \tag{6.2}
\end{equation*}
$$

Set

$$
f\left(t, x(t), I_{q}^{\delta} g(t, x(t))\right)=t^{3} e^{-t}+\frac{\ln (1+x(t))}{3+t^{2}}+\frac{1}{9} I_{0.5}^{\frac{2}{5}}\left(\cos (3 t+3)+t^{5} \cos x(t)+e^{-t} x(t)\right)
$$

Then

$$
\left|f\left(t, x(t), I_{q}^{\delta} g(t, x(t))\right)\right| \leqslant t^{3} e^{-t}+\frac{1}{3}\left(|x|+\frac{1}{3} I_{0.5}^{\frac{2}{5}} \frac{1}{3}\left|\left(\cos (3 t+3)+t^{5} \cos x(t)+e^{-t} x(t)\right)\right|\right)
$$

and also

$$
|g(t, x(t))| \leqslant \frac{1}{3}|\cos (3 t+3)|+\frac{1}{3}|x(t)|
$$

It is clear that the assumptions of Theorem 3.1 are satisfied with

$$
\begin{aligned}
c_{1}(t) & =t^{3} e^{-t} \in L^{1}[0,1], \quad c_{2}(t)=\frac{1}{2}|\cos (3 t+3)| \in L^{1}[0,1] \\
b_{1} & =\frac{1}{3}, \quad b_{2}=\frac{1}{3}, \quad 2 b_{1}+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{q}(\delta+1)}=\frac{2}{3}+\frac{\frac{4}{9}}{\frac{7}{5} \Gamma_{0.5}\left(\frac{7}{5}\right)}=0.8390712688<1
\end{aligned}
$$

by applying to Theorem 3.1, the given non-local problem (6.1)-(6.2) has a continuous solution.
Examble 6.2. Consider the following nonlinear integro-differential equation

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{dt}}=\mathrm{t}^{3}+\mathrm{t}+1+\frac{x(\mathrm{t})}{\sqrt{\mathrm{t}+3}}+\mathrm{I}_{0.5}^{\frac{1}{8}} \frac{1}{4}\left(\sin ^{2}(3 \mathrm{t}+3)+\frac{\mathrm{tx}(\mathrm{t})}{2^{\mathrm{t}}(1+x(\mathrm{t}))}\right), \quad \text { a.e. } \quad \mathrm{t} \in(0,1] \tag{6.3}
\end{equation*}
$$

with $q$-condition

$$
\begin{equation*}
\int_{0}^{1} x(s) d s=x_{0} \tag{6.4}
\end{equation*}
$$

Set

$$
f\left(t, x(t), I_{q}^{\delta} g(t, x(t))\right)=t^{3}+t+1+\frac{x(t)}{\sqrt{2 t+4}}+\frac{1}{4} I_{q}^{\delta}\left(\sin ^{2}(3 t+3)+\frac{t x(t)}{2^{t}(1+x(t))}\right)
$$

Then

$$
\left.\left|f\left(t, x(t), I_{q}^{\delta} g(t, x(t))\right)\right| \leqslant t^{3}+t+1+\frac{1}{3}|x|+\frac{1}{3} I_{q}^{\delta} \frac{3}{4} \right\rvert\,\left(\left.\sin ^{2}(3 t+3)+\frac{t x(t)}{2^{t}(1+x(t))} \right\rvert\,\right.
$$

and also

$$
|g(s, x(s))| \leqslant \frac{3}{4} \left\lvert\,\left(\left.\sin ^{2}(3 s+3)\left|+\frac{3}{8}\right| x(s) \right\rvert\,\right.\right.
$$

It is clear that the assumptions of Theorem 3.1 are satisfied with

$$
\begin{aligned}
\mathrm{c}_{1}(\mathrm{t}) & =\mathrm{t}^{3}+\mathrm{t}+1 \in \mathrm{~L}^{1}[0,1], \left.\quad \mathrm{c}_{2}(\mathrm{t})=\frac{3}{4} \right\rvert\,\left(\sin ^{2}(3 s+3) \mid \in \mathrm{L}^{1}[0,1]\right. \\
\mathrm{b}_{1} & =\frac{1}{3}, \quad \mathrm{~b}_{2}=\frac{3}{8}, \quad 2 b_{1}+\frac{2 b_{1} b_{2}}{(\delta+1) \Gamma_{\mathrm{q}}(\delta+1)}=\frac{2}{3}+\frac{\frac{1}{4}}{\frac{9}{8} \Gamma_{0.5}\left(\frac{9}{8}\right)}=0.89864714178<1
\end{aligned}
$$

by applying to Theorem 3.1, the given non-local problem (6.3)-(6.4) has a continuous solution.

## 7. Conclusion

In this work, the existence of continuous solution using Schauder fixed point Theorem, its uniqueness, and the continuous dependence of the $q$-fractional functional integro-differential equation on an initial data have been studied. Some examples are introduced to illustrate the benefits of our results. In the future, generalization of $q$-fractional functional differential equation in time scale can be examined.
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