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Abstract
This paper studied the dynamics of Covid-19 in Egypt using machine learning algorithms and the epidemiological model SEIR. Among the machine learning models studied, two models showed promising results (SVR, SEGPR). Predictions of the spread of Covid-19 in the next 70 days conducted using these three approaches. The data of the fourth wave of Covid-19 in Egypt taken from the WHO. The statistical measures R-Squared and RMSE used to evaluate the accuracy of these models.
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1. Introduction
The machine learning has improved tremendously over the last decade. As a result, machine learning used in a wide range of applications. One of the most recent and important application of machine learning is the study of COVID-19 pandemic. Many researchers used machine learning algorithms to study different problems related to COVID-19 [5, 7, 19]. Forecasting the confirmed cases is one of the important aims of several machine learning models [12]. For examples, k nearest neighbor (kNN), random forest, support vector regression (SVR), cubist regression, and Bayesian neural network are used in Brazil and the USA. Pereira et al., compare statistical and ML approaches to time series forecasting. They used SVR and long short-term memory (LSTM) models to predict the number of infected, deaths, and recovered individuals [18]. The authors also consider exogenous variables such as temperature and precipitation. Numerical experiments produce mixed results with no clear favorite. It can only be noted that VMD improves model performance when the prediction horizon is 6 days ahead. Suvarna et al., [22] used linear regression and SVR to predict the upcoming number of cases and death in India and worldwide. Their results found that the SVR is outgain the linear regression.

In the other hand, SEIR models used to investigate some infectious diseases with an infective latent period such as, HBV, influenza, and AIDS [8] and [23]. In this case, the disease can transmit before symptoms showed up. Influenza is the classic example of a virus that can spread when people have no symptoms at all. We can suppose that these infectious diseases have two ways of infection.
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Documented reports showed that, the Covid-19 disease transmitted from contaminated persons during their incubation period. Other reports showed that, children may transmit the virus while asymptomatic [2]. The researchers found one child in an infected family had no symptoms, but a further clinical investigation showed that, he had pneumonia and his test for the virus came positive [4].

It has documented that, the reported daily data of new cases and daily deaths in the USA exhibit periodic oscillatory patterns. The analysis of the collected data for COVID-19 infectivity and death rates has revealed oscillatory pattern with a 7-day period in many countries around the world. Some of these countries showed 14-days periodicity in their observed data [16] and [17].

This paper aims to give a more realistic prediction of the dynamics of the new wave of Covid-19. Firstly, some machine learning algorithms and secondly an SEIR model are used to predict the number of new cases of the fourth wave of the new strain of coronavirus in Egypt. The SEIR model used in this paper, assumes that, the disease has two transmission functions \( \beta_1(t) \) and \( \beta_2(t) \), which represent the contact rate between susceptible and both of the latent and infective individuals respectively. As the reported new cases fluctuates all over the year, the transmission functions \( \beta_1(t) \) and \( \beta_2(t) \) are considered as periodic functions.

This paper is organized as follows: Section two illustrates the materials and methods. The results are provided in the section three. Sections four presents some conclusions and finally the references end this work.

2. Material and method

This paper is divided into two parts; the first part shows the machine learning and the second part presents the susceptible- exposed-infected-recovered (SEIR). Data are collected from world health organization (WHO) for Egypt over 38 days from 1/8/2021 to 9/9/2021. Figure 1 presents the daily reported number of active cases and Figure 2 shows the death cases in Egypt.
2.1. Machine learning

Machine learning is a branch of artificial intelligence (AI) which makes reliable predictions based on data. When the amount of data available is huge, machine learning can identify patterns and automatically make predictions. Dataset is splitted into training and testing sets. Training sets are used to validate the performance of the model. There are different types of machine learning algorithms used to predict Covid-19.

Gaussian process regression (GPR) is non-parametric methods used widely in machine learning applications because it working well on small datasets and the ability to offer measurements on the predictions [6]. GPR can make prediction using the prior knowledge from training data and then compute the predictive distribution. GPR is used in analyzing data in higher dimensions, regression and statistical modeling. There are many kernel function used in GPR models such as Rational Quadratic GPR, Squared Exponential GPR (SEGPR), Matern 5/2 GPR, and Exponential GPR. SEGPR is matching to the Exponential GPR except that the Euclidean distance is squared. In this research, SEGPR is used in the training a data. Analyzing the results of the model using two evaluation criteria (R-square and RMSE). SEGPR kernel function is calculated by the following formula [24]:

\[
\text{SEGPR} = \sigma_f^2 \exp \frac{x_i - x_j}{2l^2},
\]

where the length parameter \( l \) controls the smoothness of the function and \( \sigma_f \) is the vertical variation. In this research, Support vector regression (SVR) technique and squared exponential gaussian process regression (SEGPR) are used in the prediction.

Support vector regression (SVR) technique and squared exponential gaussian process regression (SEGPR) are used in the prediction. Support vector regression (SVR) is used for the prediction problems and it is based on the support vector machine (SVM) to collect the data points about the hyperplane [3] and [9]. The model generated by SVR depends on the training dataset and the SVR model is expressed by the following equation,

\[
f(x) = (z, \phi(x)) + b,
\]
where \( z \) is the weight vector, \( b \) is the bias value, and \( \phi(x) \) is the kernel function \([11]\). There are different types of kernel function such as linear kernel, polynomial kernel, radial basis function (RBF), Gaussian kernel, and sigmoid kernel \([21]\).

### 3. SEIR model

In this section, susceptible exposed infected removed (SEIR) model is introduced to show how a disease spreads through a population. Following \([14]\) and \([13]\), the SEIR model is described by the following system of nonlinear ordinary differential equations:

\[
\frac{dS}{dt} = vN(1 - p) - \beta_1(t)S - \beta_2(t)SI - vS,
\]

\[
\frac{dE}{dt} = \beta_1(t)SE + \beta_2(t)SI - (v + \sigma)E,
\]

\[
\frac{dI}{dt} = \sigma E - (v + \gamma)I,
\]

\[
\frac{dR}{dt} = vNp + \gamma I - vR,
\]

where \( S, E, I \) and \( R \) are the number of susceptible latent infected and recovered individuals respectively at time \( t \). Here \( \gamma \) is the rate at which the infected individuals become recovered. The latent individuals become infectious by the rate \( \sigma \). The transmission rates are \( \beta_1(t) \), between the latent and susceptible individuals, and \( \beta_2(t) \), between the infected and susceptible individuals, respectively. The number of populations is a constant \( N \).

### 4. Evaluation criteria

\( R \)-squared (the coefficient of determination) and the root mean square error (RMSE) are statistical measures used in evaluation the prediction models \([1]\). \( R \)-squared decides the proportion of variance in the dependent variable that can be described by the independent variable. \( R \)-squared takes values between zero and one. RMSE used to measure the error of a model in predicting data. The RMSE and \( R^2 \) are given by the following equations:

\[
RMSE = \sqrt{\frac{1}{n}\sum_{i=1}^{n}(t_i - p_i)^2},
\]

and

\[
R^2 = \frac{\sum_{i=1}^{n}(t_i - \bar{t})(p_i - \bar{p})}{\sqrt{\sum_{i=1}^{n}(t_i - \bar{t})^2(p_i - \bar{p})^2}},
\]

where \( t \) is the measured value, \( p \) is the predicted value, \( \bar{t} \) is the mean of measured value, \( \bar{p} \) is the mean of predicted value, and \( n \) is the total number of data. These statistics measures show how well the data fit the machine learning models. The next step is to find the best model for prediction the dynamics of the Covid-19 in Egypt.

### 5. Results

Tables 1 and 2 show the calculated values of the RMSE and \( r \)-square for each equation fitted to predicted cases using SVM and SEGPR, respectively. In SVM, the cubic equation provided the smallest RMSE and the largest \( r \)-square, but the quadratic equation provided the largest RMSE and the smallest \( R \)-squared in SEGPR.
Table 1: Accuracy statistics for predicted cases by SVR.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Description</th>
<th>R-square</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic</td>
<td>$c = 0.000279i^3 + 0.209i^2 + 0.1139i + 54.46$</td>
<td>0.9997</td>
<td>10.93</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$q = 0.2249i^3 - 0.1374i + 55.33$</td>
<td>0.997</td>
<td>11.03</td>
</tr>
</tbody>
</table>

Table 2: Accuracy statistics for predicted cases by SEGPR.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Description</th>
<th>R-squared</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic</td>
<td>$c = -0.002333i^3 + 0.3321i^2 - 1.149i + 52.93$</td>
<td>0.999</td>
<td>18.72</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$q = 0.1956i^2 + 1.008i + 45.47$</td>
<td>0.9984</td>
<td>23.89</td>
</tr>
</tbody>
</table>

Accuracy statistics for death cases is shown in Table 3 and Table 4. The smallest RMSE and the largest R-squared are provided by using cubic equation fitting.

Table 3: Accuracy statistics for death cases by SVR.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Description</th>
<th>R-squared</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic</td>
<td>$c = 0.0005654i^3 - 0.01894i^2 + 0.1931i + 5.831$</td>
<td>0.8702</td>
<td>2.099</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$q = 0.01074i^2 - 0.2285i + 7.149$</td>
<td>0.8346</td>
<td>2.369</td>
</tr>
</tbody>
</table>

Table 4: Accuracy statistics for death cases by SEGPR.

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>R-squared</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic</td>
<td>$c = 5.454 \exp(-5)i^3 - 0.0005199i^2 - 0.01315i^{0.4309}$</td>
<td>0.4309</td>
<td>2.309</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$2 = 0.002343i^2 - 0.05382i + 7.252$</td>
<td>0.425</td>
<td>2.321</td>
</tr>
</tbody>
</table>

Figure 3 and Figure 4 presents the prediction for 75 days in active and death cases respectively.

Figure 3: The prediction through 75 days for active cases.
Figure 5 present the results of the SEIR model for prediction the active cases. In this model, we take $\beta_1 = 0.00001$ and $\beta_2 = 0.00003$. We use a constant population size of $N = 100,000,000$ to simulate the spread of Covid-19 in medium population number localized cities. We also supposed that $\nu = 0.02$ year$^{-1}$. The average incubation period varied from 5.1 days to 7.3 days, but most of the reported data show that, incubation period lasts after 14 days in more than 99% of the infected persons in [10]. Thus, we assume that the incubation period will be $\sigma^{-1} = 6$ days. As the mean value of the infectious period of Covid-19 is 3.6 days, then the average infectious period is $\gamma^{-1} = 3.6$ days in our simulations [20].

Figure 5 shows that there is a stable one year periodic solution corresponding to relatively large transmission rates, $\beta_1 = 0 : 000005$ and $\beta_2 = 0 : 000003$ for Covid-19 parameter when the contact rates are the sinusoidal functional form stated above. This stable periodic solution means that the Covid-19 will hit again every year even with smaller. Figure 6 plots the predicted result of new cases from SEIR model, cubic equation and quadratic equation respectively. We note that, the cubic equation gives the
best accuracy statistics in the first 30 days, as shown in Table 5.

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>R-squared</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic</td>
<td>[c = 22.01i^3 + 648.9i^2 + 5268i - 9633]</td>
<td>0.9949</td>
<td>339.15</td>
</tr>
<tr>
<td>Quadratic</td>
<td>[q = 374.6i^2 - 7633i + 2641]</td>
<td>0.9312</td>
<td>1220</td>
</tr>
</tbody>
</table>

6. Conclusions

The parameters of two simple mathematical models, quadratic and cubic were fitted using SVR, SEGPR, and SEIR. The cubic model outperformed the quadratic and it is also shown on the training for 30 days. This paper evaluated the applicability of two machine learning models, SVR and SEGPR and an SEIR mathematical model for predicting the COVID-19 outbreak.

The progression of the COVID-19 outbreak in Egypt is predicted using three different techniques. These techniques are the SVM, SEGPR and the SEIR epidemiological model. Machine learning models give an alternative to the epidemiological models and showed more accurate and potential results in predicting the dynamics of Covid-19. In the SEIR model, the number of cases reported by WHO for the Egypt situation, is the number of people who are tested, but not the actual number of latent E (which are infectious also). Therefore, the number of infectious people I is not easy to be calculated, as many people may be infectious but not get tested, especially if they showed a mild symptom. Due to the high level of ambiguity and uncertain data, the standard SEIR epidemiological model showed low accuracy for long-term prediction. As shown in Figure 6, the SEIR represent a fair matching to the real data plotted in Figures 1 within the first 30 days. Unfortunately, Figures 1 and 5 show that the SEIR model failed to give good predictions after the first 30 days. On the other hand, the statistics measures showed that, the machine learning models give a very good prediction for 70 days from the training time.

The results of two ML models (SVR and SEGPR) described a high accuracy for the long-term prediction. With respect to the results obtained our study recommends ML as an effective technique to predict the outbreak of Covid-19.
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