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Abstract

In this paper, we propose an algorithm for solving optimal control problems in a class of continuously differentiable control
functions with bounded derivatives. Based on derivative variations [R. Enkhbat, B. Barsbold, J. Mongolian Math. Soc., 17
(2013), 27-39], we derive new optimality conditions for the original problem. An algorithm has been constructed based on the
optimality conditions. The convergence of the proposed algorithm has been proved. The algorithm was tested on some well
known numerical examples.
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1. Introduction

Optimal control problems subject to ordinary and partial differential equations (ODEs/ PDEs) arise in
a wide range of applications, e.g., epidemiology, robotics, astronautics, active queue management, wire-
less networks, aeronautics and chemical engineering ([13, 17]). Optimal control problems are often solved
numerically due to the complexity of most applications. Solving optimal control problems numerically
date back the 1950s with the work of Bellman. Since that date to present, the complexity of solving op-
timal control problems has increased. Several previous works on optimal control have been published,
provides a very comprehensive overview of history of the optimal control and numerical techniques for
solving them. In order to solve the OCPs numerically, two basic approaches are found: direct methods
and indirect methods. In the first method ([1, 2, 2, 9, 16]), the state and/or the control of the OCPs are
discretized then converted into a discrete nonlinear optimization problems (NOP). The producing NOP
can be solved numerically by well-know NOP solver such as IMODELICA [11], and SNOPT ([10]). A class
of direct approaches is quite vast and involves different techniques. Particularly, there are two of the more
common classes within direct approaches. Control parametrization, where the control is approximated
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and the dynamic systems are solved by numerical integration using control estimate. This class is called
shooting method as well. The other class, the state and the control are discretized hence the dynamic
systems are converted into algebraic constraints. Recently, considerable attention has been focused on the
second class which is called pseudo spectral or orthogonal collocation methods as well. In the orthogonal
collocation method, a finite basis of global interpolating polynomials is applied to estimate the control
and state at a set of discretization points. In the other approach, a calculus of variations ([5]) are ap-
plied to derive the first order optimality conditions of the original OCPs based on Maximum Pontryagin
Principle. This approach leads to a multiple point boundary value problem that is solved to compute
the extremal optimal trajectories. Most common methods in this approach are are multiple shooting and
collocation. In this paper, inspired by interior ([6]), we propose another approach to solving the OCPs in
class of continuously differentiable control functions based on so-called derivative variations. Derivative
variations allow us to formulate necessary conditions for the original problem. An algorithm constructed
based on optimality conditions is shown to be convergent. We present some examples to illustrate the
proposed algorithm.

2. Problem formulation and variations
Consider the following system of ordinary differential equation (ODE) on a fixed interval [to, t¢],
x = f(x(t),u(t),t), @(x(tg)) =x(tg) —xo =0, xp € R™, (2.1)

where t € [tg, t¢], x(t) = (x1(t),%x2(t),...,xn(t))T is the state vector, u(t) = (u;(t), us(t),..., ur(t))" is the
control variable vector and is selected from the class of admissible controls U € R". The above equation
(2.1) is called the equation of motion. Along with this process, we have a cost functional of the form:

Tw) = dlx(ts) + J " Lix(0),u(t), 1))dt < min. (2.2)

to
Here, the functional L : R™ x R™ x R! — R is continuous in all arguments and continuously differentiable
in x and u. The function f : R™ x R™ x Rl — R™ is a vector function which is continuous in its arguments
(x,u,t) together with its partial derivative with respect to x and assumes to satisfy Lipshitz’s condition in
x with the same constant L, Vu € R",t € [tg, t¢],

| fix+Aex,u, t) —f(x,u,t) <L x| (2.3)
with initial condition x(tg) = xo. Assume that u(t) € Cllto, t¢],u(t) # cons, || 1(t) ||< M < oo, t € [to, tel.
By defining the set S as:

S ={5 e C'(Ito, t¢]) | || 8(t) < K, 8(to) = 8(ts) = 0},
the increment of the ODE (2.1) can be written as:
Ack = Acf(x(t),u(t), 1)), Ae@(x(to)) =0,
where,
Acf(x(t),u(t), t) = f(x(t), @w(t), t) — f(x(t), u(t), t).
The partial increment for function f with respect to the control can be written as:
A f(x(t), u(t), t) = f(x(t), @, t) — f(x(t), u(t), t).

Hence, the increment of objective functional can be represented as:

AcJ(w) = Ach(x(t)) +j " AcL(x(t), ult), t)dt
N to (2.4)
n J (%, Aex(t) — Acf(x(V),u(t), 1)t + ( 1, Aco(x(to)))-

to



E. Rentsen, M. Kamada, A. Radwan, W. Alrashdan, ]J. Math. Computer Sci., 28 (2023), 203-212 205

Let,

H(x(t), u(t), %, t) = (x(t), f(x(t), u(t), t) — L{x(t), u(t), t)) (2.5)
is the Hamiltonian function, ( .,.) stands for inner product in the finite dimensional Euclidean space R™
and %(t) € R™ is the so-called adjoint function that defines the ’‘co-state’ of the dynamic system and
satisfies the terminal value linear ODE system given by

sy OH(w,x,t) o 0d(x(tr))
Xt)=——7"—— Xt)=—73 — (2.6)
using Taylor expansion, the partial increment for the boundary conditions can be written as:
¢
Ach(x(te)) = <6X( te) JAex(te) + Og (]| Aex(te)) []), (2.7)
_ %
Be(x(t0)) = (5705, Acx(to) + Oy || Aex(to)) ) 28)
By using an integrating by parts, we can write:
ty te
J (R(8), Aex(D)dt = ( X(tg), Ack(tr)) — ( K(to), Aex(to)) —j (%(t), Acx(t))dt. (2.9)
to to
Taking into account (2.5)-(2.9), Equation (2.4) becomes:
tf tf
AcJ(u) = Acd(x(tr)) —J AxaH{x(t), u(t), %, t)dt +J (% Ack(t))dt+ (1, Ac@(x(to)))
to to

te _ . tr B ad)
= Jto < X,AQX(t»dt — Jto AgﬂH(X(t),U(t),X, t)dt + < W,ASX(tf)

+ 04 (|| Aex(te)) [l) + (a((,i))/AeX(to)JrO (Il Acx(to)) )+ { 1 Ace(x(to)))

it " . 20
_ _LO (%, Aex(t))dt — LO AxaHOx(),u(t), 5, )+ 550 x(t), Acx(tr)

(o
ox(tr)

+ ( —x(to) + ( )T, Aex(to)) + Og (|| Aex(te) ) + (1, O (|| Aex(to) 1)),

since,
AﬁﬂH(X(t)/ u(t)/ X, t) = H(i/ ﬁ/ X, t) - H(X/ u, X, t) = Afce H(X/ fl'/ X, t) - Aﬁe H(X/ u, X, t)
and

o~ JAx(t)) + O (| Aex(t) |)),

OH(x, 1, %, t) OH(x,u,%x,t) 0OH(x,u,%,t)
ox € 0x 0x

tr, Y OQH(x, 1, %, t tr

Adgw) =— [ (% acxyar— [ HEEEY A wpac— [ on() aex(t) at
0

Jtg to x to

rte

— | Aa Hxw %, t)dt+ Og (]| Aex(ts) [|)+ (1, Op(]| Aex(to) [)))

Jtp

te t OH(x,u,%,t) OH(x,u,x,1t)

— X — “ 4 A t))dt
UtO(x,Aex(tht L0<Aue . + ™ JAcx(t))d
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rte te
— | Onlll Aex(t) II)dt—J Au Hx,u, %, t)dt + Og (|| Aex(te) [) 4 (1 O (|| Aex(to) [1))
Jtg to
e tr aH 7 /_/t
_ AﬁeH(x,u,X,t)dt—J (ag HOWRY) L yat
Jtp to aX
~te
— | Onlll Aex(t) [Jdt+ Oy ([| Aex(te) [[) + Op ({1, | Aex(to) 1))
Jt
“ff
= - AﬁEH(X/u/x/t)dt—i_nﬂe/
Jtg

where,

Na. = J f On(l] Aex(t) [PDdt + Oy (]| Aex(te) ) + O (( 1 || Aex(to) )

to
e OH(x,u, %, t

— J ( Aq, (E)x)' Acx(t))dt.
to

3. Derivative variations
By introducing the derivative variations of u(t) € C! as:
Ue = u(t) + edu(t), (3.1)
forall 5 € S,e € Rand t € [tg, t¢], we define a weak optimal control.

Definition 3.1. An admissible control u* is said to be a weak optimal control to problem (2.1)-(2.2) if there
exist a positive number 3 such that
J(u®) < J(u)

holds for all uw € CL([to, t]) satisfying
[u—u” o< B

Let a process (x*,u*,x*) be a weak optimal process. Let Acu(t) be an increment of u with respect to
time t
Acu(t) = Ue(t) —u(t) = en(t)d(t). (3.2)

On the other hand, since H(.) is differentiable with respect to u then there is an estimate by Vasilieva
([3, 8, 14, 18-21]) for Acx(t) as

t

I axe@ <K | Acutt) | a. (3.3)

to

Using (3.2) and (3.3), we get:

te te
| Acx(t) ||< KJ eu(t)s(t)dt < KJ el ()[15(t)]dt < Kle|MKq (t; —1). (3.4)
to to
Thus we have .
f
Oy ([l Aex(ts) [[) ~ O(e) and J On([l Aex(te) [)dt ~ Oe). (3.5)
to
We can write the following
OH(x,u, %, t)

A H(x,u,%x,t) = (

€

ouAcul(t) +Onll] Acu(t) ).
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Taking into account the Lipshitz condition (2.3) and (3.5) and substituting (3.1) in (3.3)-(3.5), we obtain

Nu, ~ Of(e).
Thus A J(u) reduces to:
te aH 7 Y _rt
At =—e | [(CHEEY wsmar+ole) (36)
to u
lim Ofe) =0.
e—0 €

In a class of continuously differentiable functions with bound derivatives based on derivative variation,
the necessary conditions for problem (2.1)-(2.2) are ready to be described in the following theorem.

Theorem 3.2. Assume that u* is optimal of the problem (2.1)-(2.2) and that x* and X* are the corresponding
feasible trajectories and the adjoint systems (2.6), respectively. Further, suppose that (x*,u*,X*) is a weak optimal
to problem (2.1)-(2.2), (2.6). Then the following conditions

o(x*,u*,x*,t) .
—_——,u

ou

{

are satisfied, V't € [to, t¢].

Proof. Let {x*,u*,x*} be a weak optimal process, then the formula (3.6) at the optimal control has the

form:
tOOH(x*, u*, X%, t)

AcT(w) = Jue(t) — J(u) = —eJ (

t ou

L u)S(t)dt+ O(e), (3.7)

where 5(t) € S and % —e0— 0, t € [to, ts]. Moreover, || O(e) [< Q || €2 ||, Q = const > 0. Denote by
v the main term in (3.7). That is

Then we have
AcJ(u*) = —ey+O(e),

where lim¢_,q O(:) = 0. To show y = 0, assume the contrary, that is y # 0. Now we can write A.J(u) as
« O(e)
AcJ(u*) = —e(y + - ).

For sufficiently small €, the sign of A J(u*) is determined by the sign of ey. By taking € as € = +€'sign(y)
for small €’ > 0, we have AcJ(u*) = J(ue(t)) — J(u*) < 0 which contradicts the definition of the weak
control. Consequently, v = 0 or equivalently

t OH(x* *ORE b
J ( (x*,u*, x*, ),u*>6(t)dt:0,

t0 ou

for all 5(t) € S. The above equality can be written as ([22]):

which completes the proof. O
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3.1. Derivative variation based algorithm

For the purpose of constructing an algorithm for solving problem (2.1)-(2.2), we additionally assume
that u(t) € C([to, tf]) and rewrite the increment formula A.J(u) as:

J(ue) = J(u) = —ey(u) + Ofe),

where y(u) = [/ <W,u)6(t)dt. Introduce the function A(u,t) at (u,t) as
OH(x,u,%,t) .
Alut) = (————=, 0. 3.8
(w,t) = o w) (3.8)

Denote by C the maximum value of A(t,u) on [to, t¢], ie.,

C= max |A(ut)|.
te(to, te]

Since parameter € and 5(t) are arbitrarily, we can specify these parameters as follows:
* ¢ € (0,€e0), €0 > 0is a given small number;

) (t—to) (tr — to)
(tr —to)

It is clear that || 8(t) ||< tf — to. Then the increment formula is:

N

From here, we conclude that there exists €* such that:

J(ue) < J(u), Ve € (0,€7).

o(t) = Au, t),Vu e R". (3.9)

A%(u,t)dt+ O(e), € € (0, eg).

Clearly, if u* is a weak optimal, then A(u*,t) = 0,Vt € [t, t¢].

Theorem 3.3. Assume that inf, cc J(u) > —oo, and conditions (2.3) and (3.9) hold. Then for a sequence ul}
generated by the Algorithm 1 the condition:
lim y; =0

i—s00
is satisfied.
Proof. By constructing of u', we have

Jul) = J(ut) = —eP(u) + Ofe).
Taking into account of (2.3) and (3.9), we get:

I(uiﬂ)—l( Y) —ev1+Q\el2 Ve >0,

A\VARV/AN

Since J(.) is bounded below, there exist

lim J(u u') =A > —oo, I(ui)—l(u”1)>m

Hence, we obtain lim;_, yi = 0 which completes the proof. O
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Algorithm 1 Derivative variation based algorithm

Stepl. i := 0 and ui.e C% be an admissible control and x' = x'(ul,t), %! = xt(x!,ul, ) are the solution of (2.6)
foru=u'and x =x".
Step2. Compute A(u', t) by the formula (3.8), i.e.,

OH(x,u,%,t)

Alu,t) = ™

s u>/ vVt e [tO/ tf]

Step3. If A(u!,t) = 0,Vt € [tg, t{] then stop and u* = ul is a weak optimal control.
Step4. Choose 6;(t) € S such that

(%)t ~%0) 5 (14 1), where Cy = max A, )

5:(t) =
it (tr —t0)Cy teto,ty]

Step5. Calculate ut*! as:

utt = ul 4 eidut, e >0,

where ¢€; satisfies the condition 4 ' '
Jut + edjut) < J(u'), e > 0.

Step6. Set i =1+ 1 and go to Step 1.

4. Numerical experiments
In this section, for showing the efficiency of the proposed method, three examples are introduced.

4.1. Example 1: Feldbaum problem
In this application, we consider the optimal control for the Feldbaum problem [4, 7, 12, 15].

Problem Formulation: The dynamic system for the Feldbaum problem is:
X(t) = —x(t) +u(t),
with initial condition at ty = 0 being x(0) = 1. The problem is to minimize:
1 1
] = J (x*(t) +u?(t))dx.
2 Jo

The adjoint equations are determined from the Hamiltonian function,

H(x(t), w(t), x(t)) = 5 (3 (1) + 1P (1)) + %(t) (—x(t) +u(t))

as
X(t) = —x(t) +x(t), X(t¢) =0.0.

The algebraic relation that must be satisfied is

oH
— =u(t)+x(t) =0.

ou
The ODE was solved on a equidistant discretization with 300 discretization points using the Euler method.
The optimal control and optimal state are depicted in Figure 1. The cost functional is reduced to J* =
0.19368096635, the running time is 0.002s, and [5(t)| = 9.75251580493e — 05.
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Optimal Control Optimal State

—0.05| 09}
-0.10} 08}
-0.15} 0.7}
= -0.20} g 06]
-0.25} 05}
-0.30 04l
-0.35} 03}
70'4%.0 0.2 0.4 0.6 0.8 1.0 O'%.o 0.2 0.4 0.6 0.8
Time Time

Figure 1: Program data for the Feldbaum Example using Algorithm 1.

4.2. Example 2
Consider the following optimal control problem ([9]):

subject to the dynamic system:

with initial condition at ty = 0 being x(0) = 1.
The adjoint equations are determined from the Hamiltonian function,
?)

H(x(t),u(t),x(t)) = =x(t)(—x +xu—u

N[ O

as
x(t) = —gi(l +u), x(m) =1.0.

The ODE was solved on a equidistant discretization with 300 discretization points using the Euler method.
The optimal control and optimal state are depicted in Figure 2. The cost functional is reduced to J* =

—0.00863510491982 and |5(t)| = 0.0180760435862.

Optimal Control Optimal State

05 1.0

0.4+ 0.8}
0.3 0.6
3 &
0.2 04+
01 0.2
0.0 0.0
0.0 0.5 10 15 2.0 0.0 0.5 10 15
Time Time

Figure 2: Program data for the Example 2 using Algorithm 1.

2.0
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4.3. Example 3

Consider the following optimal control problem ([6]):

]= Jﬂ x sin(x)dx — x(7r),
0

subject to the dynamic system:
with initial condition at ty = 0 being x(0) = 0.
The adjoint equations are determined from the Hamiltonian function,
H(x(t),u(t),%x(t)) = xsin(x) +x(t)u(t)
as

Optimal Control Optimal State

10

0.0

—0.2

—0.4

= 0.0F g

—0.6 |-

=08

—L0F

10 L L L L - L R 13 L n L L . n .
0.0 05 10 1.5 2.0 2.5 3.0 3.5 0.0 0.5 10 1.5 20 2.5 3.0 3.5

Time Time
Figure 3: Program data for the Example 3 using Algorithm 1.

The ODE was solved on a equidistant discretization with 300 discretization points using the Euler
method. The optimal control and optimal state are depicted in Figure 3. The cost functional is reduced to
J* = —1.57111862433 and [5(t)| = 0.0134330255315.

5. Conclusions

We have introduced a new algorithm using derivative variation approach for solving some class of
optimal control problem with bounded control derivatives. Under certain assumptions, we prove that
the proposed algorithm converges to a weak solution. The proposed approach has been numerically
illustrated on some well know examples. The approach can be used also in solving engineering problems
such as robot control and signal processing control problems where only continuous control variables are
required.

Acknowledgment

The third and fourth authors would like to thank the Deanship of Graduate Studies at Jouf University
for funding and supporting this research through the initiative of DGS, Graduate Students Research
Support (GSR) at Jouf University, Saudi Arabia.



E. Rentsen, M. Kamada, A. Radwan, W. Alrashdan, ]J. Math. Computer Sci., 28 (2023), 203-212 212

References

(1]

J. T. Betts, Practical methods for optimal control using nonlinear programming, Soc. Ind. Appl. Math., Philadelphia,
PA., 2001. 1

R. Bulirsch, E. Nerz, H. J. Pesch, O. von Stryk, Combining direct and indirect methods in optimal control: range
maximization of a hang glider, Optimal Control, Birkhduser, Basel, 1993. 1

FE. L. Chernousko, A. A. Lyubushin, Method of successive approximations for solution of optimal control problems,
Optimal Control Appl. Methods, 3 (1982), 101-114. 3

T. M. El-Gindy, H. M. El-Hawary, M. S. Salim, M. El-Kady, A Chebyshev approximation for solving optimal control
problems, Comput. Math. Appl., 29 (1995), 35-45. 4.1

R. P. Enid, Optimal control and the calculus of variations, Oxford University Press, USA, 1995. 1

R. Enkhbat, B. Barsbold, Derivative variation approach for some class of optimal control, ]. Mongolian Math. Soc., 17
(2013), 27-39. 1, 4.3

W. Fleming, R. Rishwl, Deterministic and stochastic optimal control, Springer, New York, 1975. 4.1

G. S. Frederico, P. Giordano, A. A. Bryzgalov, M. ]J. Lazo, Calculus of variations and optimal control for generalized
functions, Nonlinear Anal., 216 (2022), 46 pages. 3

D. Garg, M. Patterson, W. W. Hager, A. V. Rao, D. A. Benson, G. T. Huntington, A unified framework for the numerical
solution of optimal control problems using pseudospectral methods, Automatica, 46 (2010), 1843-1851. 1, 4.2

P. E. Gill, W. Murray, M. A. Saunders, User’s guide for SNOPT 5.3: a Fortran package for large-scale nonlinear program-
ming, Report NA97-5, University of California, San Diego, 1997. 1

A. B. Modelon, JModelica.org User Guide 1.6.0.1

H. S. NiK, S. Effati, M. Shirazian, An approximate analytical solution for the Hamilton-Jacobi-Bellman equation via
Homotopyperturbation method, Appl. Math. Modeling, 36 (2012), 5614-5623. 4.1

A. Radwan, H. L. To, W. J. Hwang, Optimal control for bufferbloat queue management using indirect method with
parametric optimization, Scientific Prog., 2016 (2016), 10 pages. 1

A. Radwan, O. Vasilieva, R. Enkhbat, A. Griewank, J. Guddat, Parametric approach to optimal control, Optimization
Lett., 6 (2012), 1303-1316. 3

Z. Rafiei, B. Kafash, S. M. Karbassi, A new approach based on using Chebyshev wavelets for solving various optimal
control problems, Comput. Appl. Math., 37 (2018), 144-157. 4.1

A. V. Rao, A survey of numerical methods for optimal control, Adv. Astronautical Sci., 135 (2009), 497-528. 1

K. L. Teo, B. Li, C. Yu, V. Rehbock, Applied and computational optimal control, Springer, Switzerland, 2021. 1

O. V. Vasilieva, Optimization methods, World Fedration Publishers Company, Atlanta, (1996). 3

O. Vasilieva, Maximum principle and its extension for bounded control problems with boundary conditions, Int. J. Math.
Math. Sci., 2004 (2004), 1855-1879.

O. Vasilieva, Interior variations in dynamics optimization problems, Optimization, 57 (2008), 807-825.

O. Vasilieva, Interior variations method for solving optimal control problems, Optimization, 58 (2009), 897-916. 3

L. E. Zabello, On the theory of necessary conditions for optimality with delay and derivative of the control, Differ. Uravn.,
25 (1989), 371-379. 3


https://doi.org/10.1115/1.1483351
https://doi.org/10.1115/1.1483351
https://doi.org/10.1007/978-3-0348-7539-4_20
https://doi.org/10.1007/978-3-0348-7539-4_20
https://onlinelibrary.wiley.com/doi/abs/10.1002/oca.4660030201
https://onlinelibrary.wiley.com/doi/abs/10.1002/oca.4660030201
https://www.sciencedirect.com/science/article/pii/089812219500005J
https://www.sciencedirect.com/science/article/pii/089812219500005J
https://books.google.com/books?hl=en&lr=&id=WcVjDQAAQBAJ&oi=fnd&pg=PP1&dq=%7BOptimal+Control+and+the+Calculus+of+Variations%7D&ots=MD1wAxu-P7&sig=CVxE47vWLM5-OtirhsojKYwW4Ac
https://mathscinet.ams.org/mathscinet-getitem?mr=3186500
https://mathscinet.ams.org/mathscinet-getitem?mr=3186500
https://link.springer.com/book/10.1007/978-1-4612-6380-7
https://www.sciencedirect.com/science/article/pii/S0362546X21002881
https://www.sciencedirect.com/science/article/pii/S0362546X21002881
https://www.sciencedirect.com/science/article/pii/S0005109810002980
https://www.sciencedirect.com/science/article/pii/S0005109810002980
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.297.618
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.297.618
https://jmodelica.org/downloads/UsersGuide.pdf
https://www.sciencedirect.com/science/article/pii/S0307904X12000285
https://www.sciencedirect.com/science/article/pii/S0307904X12000285
https://www.hindawi.com/journals/sp/2016/4180817/
https://www.hindawi.com/journals/sp/2016/4180817/
https://link.springer.com/article/10.1007/s11590-011-0377-0
https://link.springer.com/article/10.1007/s11590-011-0377-0
https://link.springer.com/article/10.1007/s40314-017-0419-z
https://link.springer.com/article/10.1007/s40314-017-0419-z
https://www.researchgate.net/profile/Anil-Rao-9/publication/268042868_A_Survey_of_Numerical_Methods_for_Optimal_Control/links/5557b5fc08ae6fd2d824f27d/A-Survey-of-Numerical-Methods-for-Optimal-Control.pdf
https://link.springer.com/book/10.1007/978-3-030-69913-0
https://books.google.ca/books/about/Optimization_Methods.html?id=R03vAAAAMAAJ&redir_esc=y
https://www.hindawi.com/journals/ijmms/2004/130179/
https://www.hindawi.com/journals/ijmms/2004/130179/
https://www.tandfonline.com/doi/abs/10.1080/02331930701761409
https://www.tandfonline.com/doi/abs/10.1080/02331930902945058
http://www.mathnet.ru/php/archive.phtml?wshow=paper&jrnid=de&paperid=6783&option_lang=eng
http://www.mathnet.ru/php/archive.phtml?wshow=paper&jrnid=de&paperid=6783&option_lang=eng

	Introduction
	Problem formulation and variations
	Derivative variations
	Derivative variation based algorithm

	Numerical experiments
	Example 1: Feldbaum problem
	Example 2
	Example 3

	Conclusions

