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Abstract

In this paper, we investigate the behavior of solutions of the difference equation

xn+1 =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
, n = 0, 1, 2, . . . ,

where the initial conditions x−3, x−2, x−1, x0 are arbitrary non-negative real numbers and the parameter α ∈ [1,∞). More
precisely, we study the boundedness, stability, and oscillation of the solutions of this equation.
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1. Introduction

The theory of difference equations is a very rich research field. It was appeared already at the be-
ginning of the last century in intensive works by the authors. A few years ago, the classes of difference
equations attracted much attention. They have been the object of some intensive studies by many au-
thors. The theory of these types of equations was one of the most important concepts in mathematics
and appears naturally in numerous scientific problems that have been widely applied in discretization
methods for differential equations, population biology, medicine, economic, physics, probability theory,
genetics, psychology. Very recently, the study of nonlinear difference equations has been a lot of interest
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in studying the global attractivity, boundedness character, periodicity and the solution form. For example,
Abu-Saris et al. [2] investigated the asymptotic stability of the difference equation

xn+1 =
a+ xnxn−k

xn + xn−k
, n = 0, 1, 2, . . . ,

where k is a nonnegative integer, a > 0 and x−k, . . . , x0 > 0.
Ahmed [4] investigated the behavior of solutions of the difference equation

xn+1 =
a+ xn−1xn−k

xn−1 + xn−k
, n = 0, 1, 2, . . . ,

where k ∈ {1, 2}, a > 0 and x−j > 0, j = 0, 1, . . . , k.
Aljoufi et al [15] investigated the behavior of solutions of the difference equation

xn+1 =
α (xn−1 + xn−2) + (α− 1) xn−1xn−2

xn−1xn−2 +α
, n = 0, 1, 2, . . . ,

where x−2, x−1, x0 are arbitrary non-negative real numbers and the parameter α ∈ [1,∞).
Ma [14] investigated the global asymptotic stability for the higher-order difference equation

zn+1 =
c (zn + zn−k) + (c− 1) znzn−k

znzn−k + c
, n = 0, 1, 2, . . . ,

with positive initial values z−k, z−k+1, . . . , z0 and c ∈ [1,∞). For other related results, see [1, 3, 5–13, 16–
18].

In this paper, we investigate the behavior of solutions of the difference equation

xn+1 =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
, n = 0, 1, 2, . . . ,

where the initial conditions x−3, x−2, x−1, x0 are arbitrary non-negative real numbers and the parameter
α ∈ [1,∞). We need the following definitions.

Definition 1.1. Let I be an interval of real numbers and let

f : Ik+1 → I

be a continuously differentiable function. Consider the difference equation

xn+1 = f(xn, xn−1, . . . , xn−k), n = 0, 1, . . . , (1.1)

with x−k, x−k+1, . . . , x0 ∈ I. Let x be the equilibrium point of (1.1). The linearized equation of (1.1) about
the equilibrium point x is

yn+1 = c1yn + c2yn−1 + · · ·+ ck+1yn−k, (1.2)

where c1 = ∂f
∂xn

(x, x, . . . , x), c2 = ∂f
∂xn−1

(x, x, . . . , x), . . . , ck+1 = ∂f
∂xn−k

(x, x, . . . , x).
The characteristic equation of (1.2) is

λk+1 −

k+1∑
i=1

ciλ
k−i+1 = 0. (1.3)

Definition 1.2. Let x be the equilibrium point of (1.1).
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(i) The equilibrium point x of (1.1) is called locally stable if for every ε > 0, there exists δ > 0 such that
for all x−k, x−k+1, . . . , x−1, x0 ∈ I with

|x−k − x|+ |x−k+1 − x|+ · · ·+ |x0 − x| < δ,

we have
|xn − x| < ε for all n > −k.

(ii) The equilibrium point x of (1.1) is called locally asymptotically stable if x is locally stable and there
exists γ > 0, such that for all x−k, x−k+1, · · · , x−1, x0 ∈ I with

|x−k − x|+ |x−k+1 − x|+ · · ·+ |x0 − x| < γ,

we have
lim
n→∞ xn = x.

(iii) The equilibrium point x of is called global attractor if for all x−k, x−k+1, . . . , x−1, x0 ∈ I, we have

lim
n→∞ xn = x.

(iv) The equilibrium point x of (1.1) is called globally asymptotically stable if x is locally stable, and x is
also a global attractor of (1.1).

(v) The equilibrium point x of (1.1) is called unstable if x is not locally stable.

Definition 1.3. A positive semicycle of {xn}
∞
n=−k of (1.1) consists of a ‘string’ of terms {xl, xl+1, . . . , xm} ,

all greater than or equal to x, with l > −k and m 6 ∞ and such that either l = −k or l > −k and xl−1 < x

and either m = ∞ or m <∞ and xm+1 < x.
A negative semicycle of {xn}

∞
n=−k of (1.1) consists of a ‘string’ of terms {xl, xl+1, . . . , xm} , all less than

x, with l > −k and m 6 ∞ and such that either l = −k or l > −k and xl−1 > x and either m = ∞ or
m <∞ and xm+1 > x.

Definition 1.4. A solution {xn}
∞
n=−k of (1.1) is called nonoscillatory if there exists N > −k such that either

xn > x, ∀n > N or xn < x, ∀n > N,

and it is called oscillatory if it is not nonoscillatory.

We need the following theorem.

Theorem 1.5 ([1]).

(i) If all roots of (1.3) have absolute value less than one, then the equilibrium point x of (1.1) is locally asymptot-
ically stable.

(ii) If at least one of the roots of (1.3) has absolute value greater than one, then the equilibrium point x of (1.1) is
unstable.

Definition 1.6. A positive semicycle of a solution {xn} of (1.1) is a ”string” of terms {xl, xl+1, . . . , xm}, all
greater than or equal to x, with l > −k and m 6 ∞ and such that

either l = −k or l > −k and xl−1 < x,

and
either m = ∞ or m <∞ and xm+1 < x.

A negative semicycle of a solution {xn} of (1.1) consists of a ”string” of terms {xl, xl+1, . . . , xm}, all less
than x, with l > −k and m 6 ∞ and such that

either l = −k or l > −k and xl−1 > x,

and
either m = ∞ or m <∞ and xm+1 > x.
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2. Main results

In this section, we investigate the behavior of solutions of equation

xn+1 =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
, n = 0, 1, 2, . . . , (2.1)

where the initial conditions x−3, x−2, x−1, x0 are arbitrary non-negative real numbers and the parameter
α ∈ [1,∞). More precisely, we study the boundedness, stability, and oscillation of the solutions of (2.1).

Theorem 2.1. (2.1) has two non-negative equilibrium points x1 = 0 and x2 = α.

Proof. From (2.1), we can write

x =
2αx+ (α− 1) x2

x2 +α
,

then we have
x1 = 0 and x2 = α.

Theorem 2.2. The equilibrium point x1 = 0 of (2.1) is unstable equilibrium point.

Proof. The linearized equation of (2.1) about the equilibrium point x1 = 0 is

yn+1 = yn−2 + yn−3, (2.2)

and so the characteristic equation of (2.2) about the equilibrium point x1 = 0 is

λ4 − λ− 1 = 0.

Suppose that
f (λ) = λ4 − λ− 1.

It is clear that f(λ) has a root in the interval (1,∞) and so x1 = 0 is an unstable equilibrium point. This
completes the proof.

Theorem 2.3. The equilibrium point x2 = α of (2.1) is locally asymptotically stable.

Proof. The linearized equation of (2.1) about the equilibrium point x2 = α is

yn+1 = 0, (2.3)

and so the characteristic equation of (2.3) about the equilibrium point x2 = α is

λ4 = 0,

which implies that |λ1| = |λ2| = |λ3| = |λ4| = 0 < 1, from which the proof is completed.

Lemma 2.4. The following identities are true

(1)

xn+1 −α =
−(xn−2 −α) (xn−3 −α)

xn−2xn−3 +α
, for n > 0. (2.4)

(2)

xn+3 − xn =
xn−1 (1 + xn) (α− xn)

xnxn−1 +α
, for n > 0. (2.5)
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(3)

xn+4 − xn =
xn+1 (1 + xn) (α− xn)

xnxn−1 +α
, for n > 0. (2.6)

(4)

xn+1 − xn−2 =
xn−3 (1 + xn−2) (α− xn−2)

xn−2xn−3 +α
, for n > 0. (2.7)

(5)

xn+1 − xn−3 =
xn−2 (1 + xn−3) (α− xn−3)

xn−2xn−3 +α
, for n > 0. (2.8)

(6)

xn+1 − xn−5 =
(α− xn−5) (1 + xn−5) (xn−3xn−6 (α− 1) +α (xn−3 + xn−6))

(xn−2xn−3 +α)(xn−5xn−6 +α)
, for n > 3. (2.9)

(7)

xn+1 − xn−6 =
(α− xn−6) (1 + xn−6) (xn−3xn−5 (α− 1) +α (xn−3 + xn−5))

(xn−2xn−3 +α)(xn−5xn−6 +α)
, for n > 3. (2.10)

(8)

xn+1 − xn−7 =
(α− xn−7) (1 + xn−7) (xn−2xn−6 (α− 1) +α (xn−2 + xn−6))

(xn−2xn−3 +α)(xn−6xn−7 +α)
, for n > 4. (2.11)

Proof.

(1)

xn+1 −α =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
−α =

−(xn−2 −α) (xn−3 −α)

xn−2xn−3 +α
, for n > 0.

(2)

xn+3 − xn =
α (xn + xn−1) + (α− 1) xnxn−1

xnxn−1 +α
− xn =

xn−1 (1 + xn) (α− xn)

xnxn−1 +α
, for n > 0.

(3)

xn+4 − xn =
α (xn+1 + xn) + (α− 1) xn+1xn

xn+1xn +α
− xn =

xn+1 (1 + xn) (α− xn)

xnxn+1 +α
, for n > 0.

(4)

xn+1 − xn−2 =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
− xn−2 =

xn−3 (1 + xn−2) (α− xn−2)

xn−2xn−3 +α
, for n > 0.

(5)

xn+1 − xn−3 =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
− xn−3 =

xn−2 (1 + xn−3) (α− xn−3)

xn−2xn−3 +α
, for n > 0.

(6)

xn+1 − xn−5 =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
− xn−5

=
(α− xn−5) (1 + xn−5) (xn−3xn−6 (α− 1) +α (xn−3 + xn−6))

(xn−2xn−3 +α)(xn−5xn−6 +α)
, for n > 3.
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(7)

xn+1 − xn−6 =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
− xn−6

=
(α− xn−6) (1 + xn−6) (xn−3xn−5 (α− 1) +α (xn−3 + xn−5))

(xn−2xn−3 +α)(xn−5xn−6 +α)
, for n > 3.

(8)

xn+1 − xn−7 =
α (xn−2 + xn−3) + (α− 1) xn−2xn−3

xn−2xn−3 +α
− xn−7

=
(α− xn−7) (1 + xn−7) (xn−2xn−6 (α− 1) +α (xn−2 + xn−6))

(xn−2xn−3 +α)(xn−6xn−7 +α)
, for n > 4.

Then, the proof is completed.

Theorem 2.5. Let {xn}
∞
n=−3 be a solution of (2.1). Then the following statements are true.

(i) If xn0 = x2 = α, for some n0 ∈ {−2,−1, 0, 1, 2, . . .} , then xn = x2 = α, for all n > n0 + 6. Also if
x−3 = x2 = α, then xn = x2 = α, for all n > 7.

(ii) If xn0 , xn0+1, xn0+2, xn0+3 < x2 = α, for some n0 ∈ {−3,−2,−1, 0, 1, 2, . . .} , then xn < x2 = α, for all
n > n0.

(iii) If (i) and (ii) are not satisfied, then {xn}
∞
n=−3 oscillates about x2 = α, with positive semicycles of length at

most four, and negative semicycles of length at most three.

Proof.

(i) Let xn0 = x2 = α, for some n0 ∈ {−2,−1, 0, 1, 2, . . .}. Then from (2.4) we have xn = x2 = α, for all
n > n0 + 6.

If x−3 = x2 = α, then from (2.4) we have x1 = x2 = α, which implies that xn = x2 = α, for all n > 7.

(ii) Let xn0 , xn0+1, xn0+2, xn0+3 < x2 = α, for some n0 ∈ {−3,−2,−1, 0, 1, 2, . . .}. Then from (2.4) we have
xn < x2 = α, for all n > n0.

(iii) Suppose without loss of generality that there exists n0 ∈ {−3,−2,−1, 0, 1, 2, . . .}, such that xn0 , xn0+1,
xn0+2, xn0+3 > x2 = α. Then from (2.4) we have xn0+4, xn0+5, xn0+6 < x2 = α, xn0+7 > x2 = α,
xn0+8, xn0+9 < x2 = α, xn0+10, xn0+11 > x2 = α, xn0+12 < x2 = α, xn0+13 > x2 = α, xn0+14 < x2 = α and
xn0+15, xn0+16, xn0+17, xn0+18 > x2 = α. The proofs of the other possibilities are similar, and will be
omitted.

Theorem 2.6. The equilibrium point x2 = α of (2.1) is globally asymptotically stable.

Proof. We know by Theorem 2.3 that the equilibrium point x2 = α of (2.1) is locally asymptotically stable,
and so it suffices to show that limn→∞xn = x2 = α. If there exists n0 ∈ {−3,−2,−1, 0, 1, 2, . . .}, such that
xn0 = x2 = α, then from Theorem 2.5 we have limn→∞xn = x2 = α. Also, if x−3, x−2, x−1, x0 < x2 = α,
then by Theorem 2.5 we have xn < x2 = α, for all n > −3 and from (2.4), we have xn+3 > xn, for n > 0.
So the subsequences {x3n}

∞
n=0 , {x3n+1}

∞
n=0 and {x3n+2}

∞
n=0 are increasing and bounded, which implies

that the subsequence {x3n}
∞
n=0 converges to a limit (say M0 > 0). The subsequence {x3n+1}

∞
n=0 converges

to a limit (say M1 > 0) and the subsequence {x3n+2}
∞
n=0 converges to a limit (say M2 > 0)

M0 =
α (M0 +M2) + (α− 1)M0M2

M0M2 +α
,

M1 =
α (M0 +M1) + (α− 1)M0M1

M0M1 +α
,

M2 =
α (M1 +M2) + (α− 1)M1M2

M1M2 +α
,
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which implies that either M0 = M1 = M2 = −1, M0 = M1 = M2 = 0, or M0 = M1 = M2 = α. Since
M0 =M1 =M2 > 0, then M0 =M1 =M2 = α.

Now, Suppose that x−3, x−2, x−1, x0 > x2 = α, then from (2.5), (2.7), and (2.8) we have α < · · · < x30 <

x15 < x0, and so the sequence {x15n}
∞
n=0 is decreasing and bounded, which implies that the sequence

{x15n}
∞
n=0 converges to a limit (say L0 > 0).

For the sequence {x15n+1}
∞
n=0, we have from (2.4) that 0 < x1 < x2 = α, and from (2.8) and (2.10) we

have 0 < x1 < x16 < x31 < · · · < α, and so the sequence {x15n+1}
∞
n=0 is increasing and bounded, which

implies that the sequence {x15n+1}
∞
n=0 converges to a limit (say L1 > 0).

Similarly from (2.4)-(2.11), we have the following results.

• The sequence {x15n+2}
∞
n=0 is increasing and bounded, and so converges to a limit (say L2 > 0).

• The sequence {x15n+3}
∞
n=0 is increasing and bounded, and so converges to a limit (say L3 > 0).

• The sequence {x15n+4}
∞
n=0 is decreasing and bounded, and so converges to a limit (say L4 > 0).

• The sequence {x15n+5}
∞
n=0 is increasing and bounded, and so converges to a limit (say L5 > 0).

• The sequence {x15n+6}
∞
n=0 is increasing and bounded, and so converges to a limit (say L6 > 0).

• The sequence {x15n+7}
∞
n=0 is decreasing and bounded, and so converges to a limit (say L7 > 0).

• The sequence {x15n+8}
∞
n=0 is decreasing and bounded, and so converges to a limit (say L8 > 0).

• The sequence {x15n+9}
∞
n=0 is increasing and bounded, and so converges to a limit (say L9 > 0).

• The sequence {x15n+10}
∞
n=0 is decreasing and bounded, and so converges to a limit (say L10 > 0).

• The sequence {x15n+11}
∞
n=0 is increasing and bounded, and so converges to a limit (say L11 > 0).

• The sequence {x15n−3}
∞
n=0 is decreasing and bounded, and so converges to a limit (say L12 > 0).

• The sequence {x15n−2}
∞
n=0 is decreasing and bounded, and so converges to a limit (say L13 > 0).

• The sequence {x15n−1}
∞
n=0 is decreasing and bounded, and so converges to a limit (say L14 > 0).

So we have from (2.1) that

L0 =
α (L11 + L12) + (α− 1)L11L12

L11L12 +α
, L1 =

α (L12 + L13) + (α− 1)L12L13

L12L13 +α
,

L2 =
α (L13 + L14) + (α− 1)L13L14

L13L14 +α
, L3 =

α (L0 + L14) + (α− 1)L0L14

L0L14 +α
,

L4 =
α (L0 + L1) + (α− 1)L0L1

L0L1 +α
, L5 =

α (L1 + L2) + (α− 1)L1L2

L1L2 +α
,

L6 =
α (L2 + L3) + (α− 1)L2L3

L2L3 +α
, L7 =

α (L3 + L4) + (α− 1)L3L4

L3L4 +α
,

L8 =
α (L4 + L5) + (α− 1)L4L5

L4L5 +α
, L9 =

α (L5 + L6) + (α− 1)L5L6

L5L6 +α
,

L10 =
α (L6 + L7) + (α− 1)L6L7

L6L7 +α
, L11 =

α (L7 + L8) + (α− 1)L7L8

L7L8 +α
,

L12 =
α (L8 + L9) + (α− 1)L8L9

L8L9 +α
, L13 =

α (L9 + L10) + (α− 1)L9L10

L9L10 +α
,

L14 =
α (L10 + L11) + (α− 1)L10L11

L10L11 +α
,
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Since Li > 0, i = 0, 1, . . . , 14, so the only possible solution of this system in both two cases is Li = α, i =
0, 1, . . . , 14, and so we have limn→∞xn = x2 = α.

The proofs for the other cases x−3, x−2, x−1 > x2 = α, x0 < x2 = α, or x−3, x−2, x−1 < x2 = α,
x0 > x2 = α, or x−3, x−2 > x2 = α, x−1, x0 < x2 = α, or x−3, x−2 < x2 = α, x−1, x0 > x2 = α, or
x−3 > x2 = α, x−2 < x2 = α, x−1 > x2 = α, x0 < x2 = α,or x−3 < x2 = α x−2 > x2 = α, x−1 < x2 = α,
x0 > x2 = α are embedded in the proof of the last case, and will be omitted. Therefore the proof is
completed.
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