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Abstract

The classical Gronwall inequality is one of the basic tools in the theory of differential and integral equations. In this paper, a new version of this inequality is presented and extended to differential equations with the generalized Hattaf fractional derivative involving non-singular kernel. The existence and uniqueness of solutions for such last type of fractional differential equations are rigorously investigated. Furthermore, an application is presented to study the Ulam-Hyers stability of certain equations.

Keywords: Gronwall inequality, Hattaf fractional derivative, fractional differential equation, Ulam-Hyers stability.


1. Introduction

The first version of Gronwall inequality was introduced by Gronwall [16] in 1919. Since this date, several continuous and discrete versions of this inequality have been established in order to study the quantitative and qualitative properties of differential equations as well as difference equations. For instance, the generalizations of the classical Gronwall inequality in the frame of integral equation with singular kernel have been presented by Dixon and McKee [12]. Recently, Adjabi et al. [1] obtained a Gronwall inequality for generalized fractional operators unifying Riemann-Liouville and Hadamard fractional operators. In 2018, Jarad et al. [19] established a Gronwall inequality in the frame of Atangana-Baleanu fractional integral. In 2019, Alzabut et al. [6] provided a new version for the Gronwall inequality in the frame of the generalized proportional fractional derivative.
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In 2020, a new generalized definition of fractional derivative with non-singular kernel for both Caputo and Riemann-Liouville types was introduced in [17] in order to investigate the impact of memory effect on the dynamics of some dynamical systems in epidemiology and virology. Such definition includes the most famous fractional derivatives with non-singular kernels existing in the literature such as the Caputo-Fabrizio fractional derivative [10], the Atangana-Baleanu fractional derivative [7], and the weighted Atangana-Baleanu fractional derivative [4].

The main purpose of this paper is to derive a new version of Gronwall inequality as well as to prove the existence and uniqueness of solutions for differential equations with the new generalized Hattaf fractional (GHF) derivative [17]. Recently, this new derivative was used to describe the dynamics of Cholera transmission [11]. Furthermore, the advantages of using the GHF operator are the non-locality and non-singularity of its kernel described by the Mittag-Leffler function with a parameter and exponent different from the order of the fractional derivative, unlike the Atangana-Baleanu type of fractional derivative which has a kernel whose parameter and exponent coincide with the order of the derivative. Also, the GHF operator covers the fractional derivatives with non-singular kernels intrduced in [4, 7, 10], and it contains a weight function which can be used to write and solve several integral equations in an elegant way as presented in [2, 5, 9]. In addition, the GHF derivative can be applied to real-world problems as in [21–23] and [3, 14, 15, 20]. On the other hand, the contributions of the present paper are the extension of the Gronwall inequality to fractional differential equations (FDEs) involving the GHF derivative, the discussion of the existence, the uniqueness as well as the Ulam-Hyers stability conditions of such FDEs, and also the generalization of the results related to a class of ordinary differential equations with Atangana-Baleanu fractional derivative investigated in [19].

The structure of the rest of this paper is organized as follows. The next section is devoted to the preliminaries including definitions and some fundamental properties of the GHF derivative with non-singular kernel. This will be used in the subsequent sections. Section 3 establishes the Gronwall inequality within the GHF derivative. Section 4 deals with the existence and uniqueness of solutions. An application of our main results is presented in Section 5. In the last section, we give a conclusion and prospects for our future work.

2. Preliminaries

This section recalls some important results and definitions related to the GHF derivative with non-singular kernel that will be necessary in the sequel.

Definition 2.1. Let $\alpha \in [0, 1)$, $\beta, \gamma > 0$, and $f \in H^1(a, b)$. The GHF derivative of order $\alpha$ in Caputo sense of the function $f(t)$ with respect to the weight function $w(t)$ is defined as follows [17],

$$
\frac{\mathcal{D}^\alpha_{a,t} f(t)}{w(t)} = \frac{N(\alpha)}{1 - \alpha} \int_a^t E_\beta[-\mu_\alpha(t - \tau)\frac{d}{d\tau} \{wf\}(\tau)] d\tau,
$$

where $w \in C^1(a, b)$, $w, w' > 0$ on $[a,b]$, $N(\alpha)$ is a normalization function obeying $N(0) = N(1) = 1$, $\mu_\alpha = \frac{\alpha}{1 - \alpha}$ and $E_\beta(t) = \sum_{k=0}^{+\infty} \frac{t^k}{\Gamma(\beta k + 1)}$ is the Mittag-Leffler function of parameter $\beta$.

In the above definition, $H^1(a, b)$ is the Sobolev space of order one defined as follows

$$
H^1(a, b) = \{u \in L^2(a, b) : u' \in L^2(a, b)\}.
$$

Furthermore, the GHF derivative presented in this definition generalizes and includes various cases available in the literature. For example, when $w(t) = 1$ and $\beta = \gamma = 1$, (2.1) reduced to the Caputo–Fabrizio fractional derivative [10] given by

$$
\frac{\mathcal{D}^\alpha_{a,t} f(t)}{1 - \alpha} = \int_a^t \exp[-\mu_\alpha(t - \tau)] f'(\tau) d\tau.
$$
When $w(t) = 1$ and $\beta = \gamma = \alpha$, (2.1) reduced to the Atangana–Baleanu fractional derivative \cite{7} given by

$$
\mathcal{C}D_{a,t}^{\alpha,\beta,\gamma}f(t) = \frac{N(\alpha)}{1-\alpha} \int_a^t E_\alpha[-\mu_\alpha(t-\tau)^\alpha]f'(\tau)d\tau.
$$

In addition, the weighted Atangana–Baleanu fractional derivative \cite{4} defined as follows

$$
\mathcal{C}D_{a,t}^{\alpha,\beta,w}f(t) = \frac{N(\alpha)}{1-\alpha} \int_a^t E_\alpha[-\mu_\alpha(t-\tau)^\alpha] \frac{d}{d\tau}(wf)(\tau)d\tau,
$$

is a particular case of GHF derivative when $\beta = \gamma = \alpha$.

For simplicity, denote $\mathcal{C}D_{a,t}^{\alpha,\beta,\gamma}$ by $\mathcal{D}_{a,w}^{\alpha,\beta}$. It follows from \cite{17} that the generalized fractional integral associated to $\mathcal{D}_{a,w}^{\alpha,\beta}$ is given by the following definition.

**Definition 2.2** (\cite{17}). The generalized fractional integral operator associated to $\mathcal{D}_{a,w}^{\alpha,\beta}$ is defined by

$$
I_{a,w}^{\alpha,\beta}f(t) = \frac{1-\gamma}{N(\alpha)} f(t) + \frac{\alpha}{N(\alpha)} \mathcal{RL}I_{a,w}^{\beta}f(t),
$$

where $\mathcal{RL}I_{a,w}^{\beta}$ is the standard weighted Riemann-Liouville fractional integral of order $\beta$ defined by

$$
\mathcal{RL}I_{a,w}^{\beta}f(t) = \frac{1}{\Gamma(\beta)} \frac{1}{w(t)} \int_a^t (t-\tau)^{\beta-1} w(\tau)f(\tau)d\tau.
$$

**Remark 2.3.** If we take $w(t) = 1$ and $\beta = \alpha$ in (2.2), then the Atangana-Baleanu fractional integral operator \cite{7} is obtained.

The following result recall the fundamental theorem that extends the Newton-Leibniz formula presented in \cite{8, 13}.

**Theorem 2.4** (\cite{18}). Let $\alpha \in [0, 1)$, $\beta > 0$ and $f \in H^1(a, b)$. Then we have the following properties:

$$
I_{a,w}^{\alpha,\beta}(\mathcal{D}_{a,w}^{\alpha,\beta}f)(t) = f(t) - \frac{w(a)f(a)}{w(t)},
$$

and

$$
\mathcal{D}_{a,w}^{\alpha,\beta}(I_{a,w}^{\alpha,\beta}f)(t) = f(t) - \frac{w(a)f(a)}{w(t)}.
$$

3. Gronwall inequality via GHF derivative

In this section, we establish a Gronwall inequality in the frame of fractional integrals associated with the GHF derivative. First, we need the following lemma.

**Lemma 3.1.** Let $\beta > 0$, $x(t)$, $u(t)$ be nonnegative functions on $[a, b]$ and $\nu(t)$ be nonnegative and nondecreasing function on $[a, b]$ such that $\nu(t) \leq M$, where $M$ is a constant. If

$$
x(t) \leq u(t) + \nu(t) \mathcal{RL}I_{a,w}^{\beta}x(t),
$$

then

$$
x(t) \leq u(t) + \int_a^t \sum_{n=1}^{+\infty} \frac{\nu(t)^n}{\Gamma(n\beta)}(t-\tau)^{n\beta-1} u(\tau)d\tau, \quad t \in [a, b].
$$
Proof. The proof of this lemma is based on the result presented in [1, Theorem 2.1].

From (2.3) and (3.1), we have

\[ w(t)x(t) \leq w(t)u(t) + \frac{\nu(t)}{M} \int_x^t (t-\tau)^{\beta-1}w(\tau)x(\tau)d\tau. \]

Since the three functions \( w(t)x(t), \) \( w(t)u(t) \) and \( \frac{\nu(t)}{M} \) satisfied the hypotheses of [1, Theorem 2.1], we deduce that

\[ w(t)x(t) \leq w(t)u(t) + \int_a^t \sum_{n=1}^{+\infty} \frac{(\nu(t))}{\Gamma(n\beta)} (t-\tau)^{n\beta-1}w(\tau)u(\tau)d\tau. \]

Hence,

\[ x(t) \leq u(t) + \int_a^t \sum_{n=1}^{+\infty} \frac{(\nu(t))}{\Gamma(n\beta)} (t-\tau)^{n\beta-1}u(\tau)d\tau. \]

This completes the proof. \( \square \)

**Theorem 3.2.** Let \( \beta > 0, \) \( x(t), u(t) \) be nonnegative functions on \([a, b]\) and \( \nu(t) \) be nonnegative and nondecreasing function on \([a, b]\) such that \( \nu(t) \leq M \), where \( M \) is a constant satisfying \( N(\alpha) - (1 - \alpha)M > 0 \). If

\[ x(t) \leq u(t) + \nu(t)\beta_{a,w}^{\alpha\beta}x(t), \]

then

\[ x(t) \leq \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)\nu(t)} + \int_a^t \sum_{n=1}^{+\infty} \frac{N(\alpha)(\alpha\nu(t))^{n}(t-\tau)^{n\beta-1}u(\tau)}{\Gamma(n\beta)[N(\alpha) - (1 - \alpha)\nu(t)]n[N(\alpha) - (1 - \alpha)\nu(t)]d\tau}. \]

Proof. According to (2.2) and (3.2), we get

\[ x(t) \leq \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)\nu(t)} + \frac{\alpha\nu(t)}{N(\alpha) - (1 - \alpha)\nu(t)} \int_a^t \sum_{n=1}^{+\infty} \frac{N(\alpha)(\alpha\nu(t))^{n}(t-\tau)^{n\beta-1}u(\tau)}{\Gamma(n\beta)[N(\alpha) - (1 - \alpha)\nu(t)]n[N(\alpha) - (1 - \alpha)\nu(t)]d\tau}. \]

Let \( U(t) = \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)\nu(t)} \) and \( V(t) = \frac{\alpha\nu(t)}{N(\alpha) - (1 - \alpha)\nu(t)} \). It is not hard to see that the three functions \( x(t), U(t) \) and \( V(t) \) satisfy the hypotheses of Lemma 3.1. Thus,

\[ x(t) \leq U(t) + \int_a^t \sum_{n=1}^{+\infty} \frac{(\nu(t))}{\Gamma(n\beta)} (t-\tau)^{n\beta-1}U(\tau)d\tau. \]

This implies (3.3). \( \square \)

**Corollary 3.3.** Under the hypotheses of Theorem 3.2, assume further that \( u(t) \) is a nondecreasing function on \([a, b]\). Then

\[ x(t) \leq \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)\nu(t)} \left[ 1 + \int_a^t \sum_{n=1}^{+\infty} \frac{\alpha\nu(t)(t-\tau)^{n\beta-1}}{\Gamma(n\beta)[N(\alpha) - (1 - \alpha)\nu(t)]n[N(\alpha) - (1 - \alpha)\nu(t)]d\tau} \right]. \]

Proof. According to (3.3) and the assumption that \( u(t) \) is a nondecreasing function on \([a, b]\), we have

\[ x(t) \leq \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)\nu(t)} \left[ 1 + \int_a^t \sum_{n=1}^{+\infty} \frac{(\alpha\nu(t))^{n}(t-\tau)^{n\beta-1}}{\Gamma(n\beta)[N(\alpha) - (1 - \alpha)\nu(t)]n[N(\alpha) - (1 - \alpha)\nu(t)]d\tau} \right]. \]
Then
\[
x(t) \leq \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)v(t)} \left[ 1 + \sum_{n=1}^{+\infty} \frac{(\alpha v(t))^n}{\Gamma(n\beta)|N(\alpha) - (1 - \alpha)v(t)|^n} \int_a^t (t - \tau)^{n\beta - 1} d\tau \right]
\]
\[
= \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)v(t)} \left[ 1 + \sum_{n=1}^{+\infty} \frac{(\alpha v(t))^n(t - a)^{n\beta}}{\Gamma(n\beta + 1)|N(\alpha) - (1 - \alpha)v(t)|^n} \right]
\]
\[
= \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)v(t)} E_{\beta} \left( \frac{\alpha v(t)(t - a)^{\beta}}{N(\alpha) - (1 - \alpha)v(t)} \right).
\]
This completes the proof. \(\square\)

Remark 3.4. If we take \(w(t) = 1\) and \(\beta = \alpha\) in Corollary 3.3, then Gronwall’s inequality for Atangana-Baleanu fractional integrals in [19] is recovered. Also, the proofs of the above results are similar to ones in [6] for a conformable derivative, and in [1] for a fractional derivative with singular kernel.

For \(v(t) = M \geq 0\) in Theorem 3.2 and Corollary 3.3, we have the following result.

Corollary 3.5. Let \(\beta > 0\), \(x(t)\), \(u(t)\) be nonnegative functions and \(v(t) = M \geq 0\) with \(N(\alpha) - (1 - \alpha)M > 0\). If
\[
x(t) \leq u(t) + M_{a,\alpha}^\beta x(t),
\]
then
\[
x(t) \leq \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)M} \left[ u(t) + \int_a^t \sum_{n=1}^{+\infty} \frac{(\alpha M)^n(t - \tau)^{n\beta - 1}u(\tau)}{\Gamma(n\beta)|N(\alpha) - (1 - \alpha)M|^n} d\tau \right].
\]
Furthermore, if in addition \(u(t)\) is a nondecreasing function on \([a, b]\), we have
\[
x(t) \leq \frac{N(\alpha)u(t)}{N(\alpha) - (1 - \alpha)M} E_{\beta} \left( \frac{\alpha M(t - a)^{\beta}}{N(\alpha) - (1 - \alpha)M} \right).
\]

4. Existence and uniqueness of solutions

In this section, we study the existence and uniqueness of the following Cauchy problem
\[
\begin{align*}
\mathcal{T}_{a,\alpha}^\beta x(t) &= f(t, x(t)), \\
x(a) &= x_0,
\end{align*}
\]
(4.1)
where \(x_0 \in \mathbb{R}\) and \(f : [a, b] \times \mathbb{R} \to \mathbb{R}\) is continuous with \(f(a, x(a)) = 0\).

Lemma 4.1. \(x(t)\) is a solution of (4.1) if and only if \(x(t)\) satisfies the following integral equation
\[
x(t) = \frac{w(a)x_0}{w(t)} + \mathcal{T}_{a,\alpha}^\beta f(t, x(t)).
\]
(4.2)

Proof. Let \(x(t)\) be a solution of (4.1). Applying the Hattaf fractional integral to both sides of (4.1) and using (2.4), we obtain
\[
x(t) = \frac{w(a)x_0}{w(t)} + \mathcal{T}_{a,\alpha}^\beta f(t, x(t)).
\]
Since \(x(a) = x_0\), we have (4.2). Suppose now that \(x(t)\) satisfies (4.2). Then
\[
x(a) = \frac{w(a)x_0}{w(a)} + \mathcal{T}_{a,\alpha}^\beta f(a, x(a)) = x_0 + \mathcal{T}_{a,\alpha}^\beta f(a, x(a)).
\]
Since \( f(a, x(a)) = 0 \), we get \( x(a) = x_0 \). As \( x(t) \) satisfies (4.2), we have

\[
\partial^{\alpha, \beta}_{a,w} x(t) = \partial^{\alpha, \beta}_{a,w} \left( \frac{w(a)x_0}{w(t)} + f(t, x(t)) \right) = 0 + f(t, x(t)).
\]

Thus, \( x(t) \) satisfies (4.1).

Throughout the rest part of this paper, let us assume that \( f \) is Lipschitz in its second variable, i.e., it satisfies the following assumption:

\((A_1)\) There exists a constant \( L > 0 \) such that

\[
|f(t, x_1) - f(t, x_2)| \leq L|x_1 - x_2|, \quad \forall t \in [a, b], \text{ and } x_1, x_2 \in \mathbb{R}.
\]

**Theorem 4.2.** Assume that \((A_1)\) holds and \( L < \frac{N(\alpha)}{1 - \alpha} \). If \( x \) and \( y \) are two solutions of (4.1), then \( x = y \). This implies the uniqueness of solutions.

**Proof.** Let \( x \) and \( y \) are two solutions of (4.1). According to Lemma 4.1, we have

\[
y(t) - x(t) = \eta^{\alpha, \beta}_{a,w} \left( f(t, y(t)) - f(t, x(t)) \right).
\]

Since the assumption \((A_1)\) holds, we deduce that

\[
|y(t) - x(t)| \leq L \eta^{\alpha, \beta}_{a,w} |y(t)| - x(t)|.
\]

Applying the Gronwall inequality in Corollary 3.5 to the above inequality, we obtain

\[
|y(t) - x(t)| \leq \frac{N(\alpha) \times 0}{N(\alpha) - (1 - \alpha)L} E_{\beta} \left( \frac{(1 - \alpha) \beta}{N(\alpha) - (1 - \alpha)L} \right) = 0.
\]

This implies \( x(t) = y(t) \) for all \( t \in [a, b] \).

**Theorem 4.3.** Assume that \((A_1)\) holds. If \( L \left( \frac{1 - \alpha}{N(\alpha)} + \frac{\alpha \min(b - a, \beta)}{N(\alpha) + (\beta + 1)} \right) < 1 \), then the Cauchy problem (4.1) has a unique solution.

**Proof.** Let \( \mathcal{C} = C([a, b], \mathbb{R}) \) be the Banach space of continuous functions \( g \) from \([a, b]\) into \( \mathbb{R} \) with the norm

\[
\|g\|_\mathcal{C} = \sup_{t \in [a, b]} |g(t)|.
\]

Consider the operator \( \Upsilon : \mathcal{C} \rightarrow \mathcal{C} \) as follows

\[
(\Upsilon g)(t) = \frac{w(a)g(a)}{w(t)} + \eta^{\alpha, \beta}_{a,w} f(t, x(t)), \quad t \in [a, b]. \tag{4.3}
\]

From Lemma 4.1, it suffices to prove that the operator \( \Upsilon \) has a unique fixed point. As in [22], we first prove that \( \Upsilon \) is well defined. By (4.3), we have

\[
\| (\Upsilon g)(t) \| = \left| \frac{w(a)}{w(t)} |g(a)| + \eta^{\alpha, \beta}_{a,w} |f(t, x(t))| \right|
\]

\[
\leq \frac{w(a)}{w(t)} |g(a)| + \eta^{\alpha, \beta}_{a,w} |f(t, x(t))|.
\]
Since \(w(a) \leq w(t)\) for all \(t \geq a\), \(f\) is Lipchitz continuous and \(t \leq b\), we deduce that \(|f(t,x(t))|\) is bounded by a constant \(m\) and

\[
|\(\mathcal{Y}x\)(t)| \leq |x(a)| + m\frac{\alpha \beta}{\Gamma(\beta + 1)}(1)
\]

\[
\leq |x(a)| + m\left(\frac{1 - \alpha}{N(\alpha)} + \frac{\alpha (b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)}\right),
\]

which implies that the Picard’s operator is well defined. Moreover, for all \(x, y \in \mathcal{C}\) and \(t \in [a, b]\), we have

\[
|\(\mathcal{Y}x\)(t) - (\mathcal{Y}y)(t)| = |\mathcal{J}_{\alpha,\beta}^\alpha \mathcal{J}_{\alpha,\beta}^\beta f(t,x(t)) - \mathcal{J}_{\alpha,\beta}^\alpha \mathcal{J}_{\alpha,\beta}^\beta f(t,y(t))|
\]

\[
= \frac{1 - \alpha}{N(\alpha)}|f(t,x(t)) - f(t,y(t))|
\]

\[
+ \frac{\alpha}{N(\alpha)} R_L \mathcal{J}_{\alpha,\beta}^\beta \left(f(t,x(t)) - f(t,y(t))\right)|
\]

\[
\leq \frac{1 - \alpha}{N(\alpha)}|f(t,x(t)) - f(t,y(t))|
\]

\[
+ \frac{\alpha}{N(\alpha)} R_L \mathcal{J}_{\alpha,\beta}^\beta |f(t,x(t)) - f(t,y(t))|
\]

\[
\leq \frac{1 - \alpha}{N(\alpha)} \left|\Gamma(\beta + 1)\right| |x - y| + \frac{\alpha}{N(\alpha)} \left|\Gamma(\beta + 1)\right| \|x - y\| c (t - a)^\beta
\]

\[
\leq L \left(\frac{1 - \alpha}{N(\alpha)} + \frac{\alpha (b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)}\right) \|x - y\| c.
\]

Hence,

\[
\|\mathcal{Y}x - \mathcal{Y}y\| c \leq L \left(\frac{1 - \alpha}{N(\alpha)} + \frac{\alpha (b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)}\right) \|x - y\| c.
\]

Since \(L \left(\frac{1 - \alpha}{N(\alpha)} + \frac{\alpha (b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)}\right) < 1\), we deduce that \(\mathcal{Y}\) is a contraction mapping. Therefore, by applying the Banach contraction mapping principle, problem (4.1) admits a unique solution.

To illustrate the result presented in the above theorem, we propose the following examples.

**Example 4.1.** We consider the following Cauchy problem

\[
\begin{aligned}
\mathcal{D}_{0,\alpha,\beta}^\alpha x(t) &= \frac{1}{2} t^2 x(t), \quad t \in [0, 1], \quad N(\alpha) = 1, \\
x(0) &= 1.
\end{aligned}
\]

(4.4)

Here, \(f(t,x(t)) = \frac{1}{2} t^2 x(t)\) and it satisfies

\[
|f(t,x) - f(t,y)| = \frac{1}{2} t^2 |x - y| \leq \frac{1}{2} |x - y|.
\]

Hence, the condition (A1) holds with \(L = \frac{1}{2}\). Since \(\Gamma(\beta + 1) = \Gamma\left(\frac{3}{2}\right) = \sqrt{\pi} / 2\), we have

\[
L \left(\frac{1 - \alpha}{N(\alpha)} + \frac{\alpha (b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)}\right) = \frac{1}{2} \left(1 - \frac{\sqrt{\pi} - 2 \alpha}{\sqrt{\pi}}\right) \leq \frac{1}{2} < 1.
\]

It follows from Theorem 4.3 that system (4.4) has a unique solution.

**Example 4.2.** Consider the following Cauchy problem

\[
\begin{aligned}
\mathcal{D}_{0,\alpha,\beta}^\alpha x(t) &= \frac{e^{-2t}}{3} |x(t)|, \quad t \in [0, 1], \quad N(\alpha) = 1, \\
x(0) &= 0.
\end{aligned}
\]

(4.5)
In this case, $\beta = 2$ and $f(t, x(t)) = e^{-2t} \frac{|x(t)|}{1 + |x(t)|}$. For all $t \in [0, 1]$ and $x, y \in \mathbb{R}$, we have

$$|f(t, x) - f(t, y)| \leq \frac{e^{-2t}}{3} ||x|| \leq \frac{1}{3} |x - y|.$$ 

Then the condition $(A_1)$ holds with $L = \frac{1}{3}$. Furthermore,

$$L\left(1 - \frac{\alpha}{N(\alpha)} + \frac{\alpha(b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)}\right) = \frac{1}{3} \left(1 - \frac{\alpha}{2}\right) \leq \frac{1}{3} < 1.$$ 

Since all assumptions of Theorem 4.3 are satisfied, then the system (4.5) has a unique solution on $[0, 1]$. 

5. Application

In this section, we apply the results obtained in the previous sections in order to establish the conditions for Ulam-Hyers stability of system (4.1). First, we recall the definition of this type of stability. Let us consider the following inequality

$$|D_t^{\alpha, \beta} x(t) - f(t, x(t))| \leq \epsilon. \quad (5.1)$$

Definition 5.1. System (4.1) is Ulam-Hyers stable if there exists a real number $L_\epsilon > 0$ such that for each $\epsilon > 0$ and for each solution $y \in \mathcal{C}$ of inequality (5.1), there exists a solution $x \in \mathcal{C}$ of (4.1) with

$$|y(t) - x(t)| \leq \epsilon L_\epsilon, \quad t \in [a, b].$$

Theorem 5.2. Assume that the assumptions of Theorems 4.2 and 4.3 are satisfied. Then (4.1) is Ulam-Hyers stable.

Proof. Let $\epsilon > 0$ and $y \in \mathcal{C}$ be a function which satisfies inequality (5.1). Then there exists a function $g(t)$ verifies $|g(t)| \leq \epsilon$ such that

$$D_t^{\alpha, \beta} y(t) - f(t, y(t)) = g(t).$$

From (2.4), we obtain

$$y(t) - \frac{w(a)y(a)}{w(t)} - \gamma^{\alpha, \beta}_a f(t, y(t)) = \gamma^{\alpha, \beta}_a g(t).$$

Hence,

$$|y(t) - \frac{w(a)y(a)}{w(t)} - \gamma^{\alpha, \beta}_a f(t, y(t))| = |\gamma^{\alpha, \beta}_a g(t)|$$

$$\leq \frac{1 - \alpha}{N(\alpha)} |g(t)| + \frac{\alpha}{N(\alpha)} |\gamma^{R \alpha, \beta}_a g(t)|$$

$$\leq \frac{1 - \alpha}{N(\alpha)} \epsilon + \frac{\alpha}{N(\alpha)} \frac{\epsilon}{\Gamma(\beta + 1)} (t - a)^\beta$$

$$\leq \epsilon \left(\frac{1 - \alpha}{N(\alpha)} + \frac{\alpha(b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)}\right).$$

Let $x(t)$ be the unique solution of (4.1) with $x(a) = y(a)$. Then

$$x(t) = \frac{w(a)y(a)}{w(t)} + \gamma^{\alpha, \beta}_a f(t, x(t)).$$

Now, we have

$$|y(t) - x(t)| = |y(t) - \frac{w(a)y(a)}{w(t)} - \gamma^{\alpha, \beta}_a f(t, y(t)) + \gamma^{\alpha, \beta}_a (f(t, y(t)) - f(t, x(t)))|$$
Applying the Gronwall inequality in Corollary 3.5 to the above inequality, we get

\[ |y(t) - x(t)| \leq \varepsilon \left( \frac{1 - \alpha}{N(\alpha)} + \frac{\alpha (b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)} \right) + L \frac{a \beta (b - a)^\beta}{N(\alpha) - (1 - \alpha)L} \]

Since \( f \) satisfies the Lipschitz condition given in Theorem 4.3, we get

\[ |y(t) - x(t)| \leq \varepsilon \left( \frac{1 - \alpha}{N(\alpha)} + \frac{\alpha (b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)} \right) + L \frac{a \beta (b - a)^\beta}{N(\alpha) - (1 - \alpha)L} \]

Applying the Gronwall inequality in Corollary 3.5 to the above inequality, we get

\[ |y(t) - x(t)| \leq \varepsilon \left( \frac{1 - \alpha}{N(\alpha)} + \frac{\alpha (b - a)^\beta}{N(\alpha) \Gamma(\beta + 1)} \right) + L \frac{a \beta (b - a)^\beta}{N(\alpha) - (1 - \alpha)L} \]

Thus,

\[ |y(t) - x(t)| \leq \varepsilon L_f, \]

where \( L_f = \frac{1 - \alpha}{\Gamma(\beta + 1)N(\alpha) - (1 - \alpha)L} \). Therefore, (4.1) is Ulam-Hyers stable.

\[ \square \]

**Remark 5.3.** Theorem 5.2 extends the result of the Ulam-Hyers stability stability presented in [19, Theorem 4.1] for the GHF derivative when \( w(t) = 1 \) and \( \beta = \alpha \).

6. Conclusion

The cauchy problem formulated by (4.1) can better describe the dynamics of many biological systems arising from epidemiology, virology and viral immunology in order to take into account the memory effect. In this work, we have proved the existence and uniqueness of solutions of (4.1). By means of the obtained Gronwall inequality and based on the conditions for the existence and uniqueness of solutions, we have established the stability of (4.1) in the sense of Ulam-Hyers.

The main results obtained in this study are based on the GHF derivative defined by (2.1) in the case when \( \gamma = \beta \). It will be interesting to study the general case when \( \gamma \neq \beta \). This will be done in our future work.
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