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Abstract

This work is concerned with the study of a general class of nonlinear integro-differential equations of order n. Using
a suitable transformation, we derive an equivalent nonlinear Fredholm-Volterra integral equation (NF-VIE) to this class of
equations. The existence of continuous solutions for the NF-VIE is investigated subject to the verification of some sufficient
conditions. We apply the modified Adomian’s decomposition method (MADM) and homotopy analysis method (HAM) to solve
this NF-VIE. The convergence and error estimate of the approximate solution are also studied. The numerical results in this
article show that the HAM technique may give an approximate solution with high accuracy and convergence rate faster than the
one obtained using the MADM technique provided the convergence control parameter  h is properly chosen when applying the
HAM.
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1. Introduction

Many applicable models in physical, biological and chemical sciences can be described successfully
using integro-differential equations. For example, the biological population models rely on the delayed
Volterra integro-differential equations, systems of integro-differential equations characterize the evolution
of nuclear reactor in a continuous medium, and many other problems in visco-elasticity, mechanics and
economics as well. Furthermore, converting initial and boundary value problems yields these types of
equations. In operator theory, integral and differential operators represent the main source for support-
ing theories through a lot of applicable examples. So, investigating this class of equations is of great
significance. The majority of non-linear equations do not have a closed form analytical solution. Conse-
quently, many techniques such as the perturbation methods, which are commonly based on transferring
the nonlinear problem to infinite number of linear sub problems through the perturbation parameters, are
introduced to get approximate solutions for these problems in different fields of sciences (see [17, 26, 27]
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and the cited references therein). Also, there are non perturbation methods such as the Adomian decom-
position method (ADM). After George Adomian presented his method in the 1980s [1–3], it has become
one of the remarkable techniques used to find exact and approximate solutions for a wide class of linear as
well as non-linear integral equations and many other types of equations as well. In addition, this method
is providing us a numerical algorithm based on applying the so called Adomian’s polynomial to solve
nonlinear equations. For example, Abdou et al. [7] used the ADM to solve a nonlocal stochastic frac-
tional integro-differential equation and proved the mean square convergence of the infinite series solution
when the problem has a unique solution. Also, the authors estimated the mean square error between the
truncated series and exact solution. Xie [31] solved Volterra integral equation of the second kind using
the ADM after proposing a new modification on it. Singh et al. [29] obtained approximate solution of
the Urysohn integral equation using the ADM. Issa et al. [18] applied the MADM to solve first order
integro-differential equation of the fuzzy-Volterra type numerically and many researchers utilized the
ADM and MADM for solving nonlinear equations as well, (see for more explanations [5, 6, 8–12, 14, 25]
and the references mentioned therein). Another elegant semi-analytical method is called the homotopy
analysis method (HAM). This technique is considered one of the most used methods for solving linear
and nonlinear equations. This algorithm is based on the concept of homotopy from topology and was
first introduced in 1992 by Liao in [20–22]. Since then, many researchers compared this method with
many techniques already used before and also, used it to solve many challenging problems in science.
For instance, Kurt et al. [19] found an approximate solution to the modified Burgers equation using the
HAM. Singh et al. [28] applied the HAM combined with the Sumudu transform method to solve the
Drinfeld-Sokolov-Wilson equation of fractional type. Maitama et al. [24] applied the HAM and local
fractional calculus to find solution for some non differentiable problems on the Contor sets. In addition,
Liao et al. have proved that the ADM is a special case of the HAM when the control parameter  h = −1 in
the homotopy operator, see [9, 13, 16, 21, 23] for more explanations about the HAM.

In this work, we investigate the analytical and numerical solutions for a general class of integro-
differential equations of order n on the form

µφ(n)(x) +B1(x)φ
(n−1)(x) +B2(x)φ

(n−2)(x) + · · ·+Bn(x)φ(x)

= f(x) − λ

∫b
a

ψ(x,y)[φ(y)]pdy, a 6 x 6 b, 0 < p 6 n <∞,
(1.1)

subject to the initial conditions

φ(k)(a) = qk, qk <∞, ∀ 0 6 k 6 n− 1, (1.2)

where φ(n)(x) = dnφ
dxn , n < ∞. The functions f, ψ and Bi, 1 6 i 6 n, are known while φ is the sought

function. The parameters {µ, λ} ∈ R \ {0} and λ may has a physical meaning. We prove the existence
of solutions for Eq. (1.1) under the condition (1.2) (see Def. (2.2)) and derive the necessary conditions
which make the solution unique. We employ the MADM to find the series solution for Eq. (1.1) under
(1.2). Furthermore, we prove the convergence of this series to the exact solution (when it exists) and
estimate the truncation error using this method. The recursive equation based on applying the HAM to
solve Eq. (1.1) under (1.2) is given as well. We believe that the current form of Eq. (1.1) is not discussed
before. This work shows that applying the HAM can give results better than the MADM in solving the
proposed problem provided the convergence control parameter  h is properly chosen when applying the
HAM. The rest of this paper is ordered as the following. In the “Existence and uniqueness results” section
we prove the existence of at least one continuous solution to the proposed model and state with proof
the sufficient conditions which make the solution unique. The MADM and HAM are applied in sections
“The Modified Adomian’s decomposition method” and “The homotopy analysis method”, respectively.
Next, the analytical and numerical results are introduced in section “Analytical and numerical results” to
make clear understanding of applying the above two techniques in solving the present problem. Finally,
a conclusion and discussion are given in section “Conclusion”.
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2. Existence and uniqueness results

In what follows, we assume the following hypotheses:

(i) the maps x 7−→ Bi(x) are elements in the space C([a,b], R), ∀ 1 6 i 6 n;
(ii) the map x 7−→ f(x) belongs to the space Cn([a,b], R);

(iii) the kernel ψ(x,y) of the integral term is known and has a weak singular part in general at x = y.

Theorem 2.1. Suppose the hypotheses (i)-(iii) are verified. Then the integro-differential equation (1.1) subject to
the initial conditions (1.2) is equivalent to the following NF-VIE:

µg(x) +

∫x
a

Φ(x, t)g(t)dt = F(x) − λ
∫b
a

p∑
l=0

M(x,y; l)
[∫y
a

(y− t)n−1g(t)dt

]l
dy, (2.1)

where

g(x) := φ(n)(x), Φ(x, t) :=
n∑
j=1

(x− t)j−1

(j− 1)!
Bj(x),

F(x) := f(x) − L(x), M(x,y; l) :=
p! ψ(x,y)

l!(p− l)![(n− 1)!]l

n−1∑
j=0

(y− a)j

j!
qj

p−l ,

(2.2)

and the function L(x) is given by the formula

L(x) :=

n−1∑
i=0

n−1∑
j=i

(x− a)j−i

(j− i)!
qjBn−i(x)

 . (2.3)

Proof. Let φ(n)(x) = g(x), where the map x 7−→ g(x) is a real valued continuous function defined on [a,b].
Integrating both sides n-times from 0 to x and then using initial conditions (1.2) give

φ(x) =

n−1∑
j=0

(x− a)j

j!
qj +

∫x
a

(x− t)n−1

(n− 1)!
g(t)dt. (2.4)

Furthermore, it is easy to see that

[φ(x)]p =

n−1∑
j=0

(x− a)j

j!
qj +

∫x
a

(x− t)n−1

(n− 1)!
g(t)dt

p

=

p∑
l=0

p!
l!(p− l)!

n−1∑
j=0

(x− a)j

j!
qj

p−l(∫x
a

(x− t)n−1

(n− 1)!
g(t)dt

)l
.

Using the above results to substitute in Eq. (1.1) yields

µg(x) +

∫x
a

n∑
j=1

(x− t)j−1

(j− 1)!
Bj(x)g(t)dt+

[
qn−1B1(x) + [qn−2 + (x− a)qn−1]B2(x) + · · ·

+

n−1∑
j=2

(x− a)j−2

(j− 2)!
qjBn−2(x) +

n−1∑
j=1

(x− a)j−1

(j− 1)!
qjBn−1(x) +

n−1∑
j=0

(x− a)j

j!
qjBn(x)

]

= f(x) − λ

∫b
a

ψ(x,y)
p∑
l=0

p!
l!(p− l)![(n− 1)!]l

n−1∑
j=0

(y− a)j

j!
qj

p−l(∫y
a

(y− t)n−1g(t)dt

)l
dy.

(2.5)
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But

n−1∑
i=0

n−1∑
j=i

(x− a)j−i

(j− i)!
qjBn−i(x)

 =

[n−1∑
j=0

(x− a)j

j!
qjBn(x) +

n−1∑
j=1

(x− a)j−1

(j− 1)!
qjBn−1(x)

+

n−1∑
j=2

(x− a)j−2

(j− 2)!
qjBn−2(x) + · · ·+ [qn−2 + (x− a)qn−1]B2(x) + qn−1B1(x)

]
.

(2.6)

Substituting Eq. (2.6) in Eq. (2.5) we have

µg(x) +

∫x
a

n∑
j=1

(x− t)j−1

(j− 1)!
Bj(x)g(t)dt

= f(x) −

n−1∑
i=0

n−1∑
j=i

(x− a)j−i

(j− i)!
qjBn−i(x)


− λ

∫b
a

ψ(x,y)
p∑
l=0

p!
l!(p− l)![(n− 1)!]l

n−1∑
j=0

(y− a)j

j!
qj

p−l(∫y
a

(y− t)n−1g(t)dt

)l
dy.

(2.7)

Set

Φ(x, t) :=
n∑
j=1

(x− t)j−1

(j− 1)!
Bj(x),

M(x,y; l) :=
p! ψ(x,y)

l!(p− l)![(n− 1)!]l

n−1∑
j=0

(y− a)j

j!
qj

p−l ,

L(x) :=

n−1∑
i=0

n−1∑
j=i

(x− a)j−i

(j− i)!
qjBn−i(x)

 .

Then, substituting in Eq. (2.5) gives

µg(x) +

∫x
a

Φ(x, t)g(t)dt = F(x) − λ
∫b
a

p∑
l=0

M(x,y; l)
[∫y
a

(y− t)n−1g(t)dt

]l
dy,

where

F(x) := f(x) − L(x).

Conversely, substituting g(x) = φ(n)(x) in Eq. (2.1) and then using integration by parts will give Eq. (1.1)
after simplifying it through utilizing Eqs. (2.2), (2.3), and (1.2). This completes the proof. �

Definition 2.2. The solution for the integro-differential Eq. (1.1) means obtaining the function φ ∈
Cn([a,b]; R) which satisfies Eq. (1.1), and initial conditions (1.2).

Now, we suppose the following hypothesis.

(iv) The given kernel ψ(x,y) is continuous, ∀(x,y) ∈ [a,b]2.

Theorem 2.3. Assume the conditions (i), (ii), and (iv) are satisfied. Then the NF-VIE (2.1) has at least one
continuous solution.
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Proof. Let W be an integral operator defined by Eq. (2.8):

W(g)(x) =
1
µ
F(x) −

1
µ

∫x
a

Φ(x, t)g(t)dt−
λ

µ

∫b
a

p∑
l=0

M(x,y; l)
[∫y
a

(y− t)n−1g(t)dt

]l
dy. (2.8)

From Eqs. (2.8) and (2.1), we have
g =W(g).

Let the set Qr := {g ∈ C([a,b], R) : ‖g‖∞ = supx∈[a,b] |g(x)| 6 r}. The radius r solves the nonlinear
equation |λ|k2(b−a)(k3r+k4)

p−(|µ|− k1(b− a)) r+ ‖f‖∞+ ‖L‖∞ = 0, where k1 and k2 are upper bounds
for |Φ(x, t)| and |ψ(x,y)| , ∀(x, t) ∈ [a,b]2 and ∀(x,y) ∈ [a,b]2, respectively, k3 :=

(b−a)n

n! and k4 :=∣∣∣∑n−1
j=0

(b−a)j

j! qj

∣∣∣. First, we need to prove the operator W maps the set Qr into itself as follows. Let
g ∈ Qr be any function in this set. Then

|W(g)(x)| 6
1
|µ|

|f(x)|+
1
|µ|

|L(x)|+
1
|µ|

∫x
a

|Φ(x, t)| |g(t)|dt

+
|λ|

|µ|

∫b
a

p∑
l=0

|M(x,y; l)|
[∫y
a

(y− t)n−1 |g(t)|dt

]l
dy

6
1
|µ|

[‖f‖∞ + ‖L‖∞ + k1(b− a)r]

+
|λ|

|µ|

∫b
a

p∑
l=0

p!
l!(p− l)!

rl(b− a)nl |ψ(x,y)|
(n!)l

∣∣∣∣∣∣
n−1∑
j=0

(y− a)j

j!
qj

∣∣∣∣∣∣
p−l

dy.

Since the function ψ(x,y) is continuous on [a,b]2. So, it is bounded and hence |ψ(x,y)| 6 k2, ∀(x,y) ∈
[a,b]2, k2 > 0,

|W(g)(x)| 6
1
|µ|

[‖f‖∞ + ‖L‖∞ + k1(b− a)r]

+
|λ|k2(b− a)

|µ|

p∑
l=0

p!
l!(p− l)!

(
r(b− a)n

(n!)

)l ∣∣∣∣∣∣
n−1∑
j=0

(b− a)j

j!
qj

∣∣∣∣∣∣
p−l

6
1
|µ|

[‖f‖∞ + ‖L‖∞ + k1(b− a)r] +
|λ|k2(b− a)

|µ|

r(b− a)n
(n!)

+

∣∣∣∣∣∣
n−1∑
j=0

(b− a)j

j!
qj

∣∣∣∣∣∣
p .

Simplifying the above result implies

|W(g)(x)| 6
1
|µ|

(‖f‖∞ + ‖L‖∞ + k1(b− a)r+ |λ|k2(b− a) (k3r+ k4)
p)

=
1
|µ|

(‖f‖∞ + ‖L‖∞ + k1(b− a)r+ |µ|r− k1(b− a)r− ‖f‖∞ − ‖L‖∞) = r.
(2.9)

Therefore, ‖W(g)‖∞ 6 r. Assume {x1, x2} ∈ [a,b], and without loss of generality, let x1 < x2. Suppose g
be an arbitrary function in the set Qr.

|W(g)(x2) −W(g)(x1)|

6
1
|µ|

|f(x2) − f(x1)|+
1
|µ|

|L(x2) − L(x1)|
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+
1
|µ|

∫x1

a

|Φ(x2, t) −Φ(x1, t)| |g(t)|dt+
1
|µ|

∫x2

x1

|Φ(x2, t)| |g(t)|dt (2.10)

+
|λ|

|µ|

∫b
a

p∑
l=0

|M(x2,y; l) −M(x1,y; l)|
[∫y
a

(y− t)n−1 |g(t)|dt

]l
dy

6
1
|µ|

|f(x2) − f(x1)|+
1
|µ|

|L(x2) − L(x1)|+
r

|µ|

∫x1

a

|Φ(x2, t) −Φ(x1, t)|dt

+
rk1

|µ|
(x2 − x1) +

|λ|

|µ|

∫b
a

p∑
l=0

|M(x2,y; l) −M(x1,y; l)|
[∫y
a

(y− t)n−1 |g(t)|dt

]l
dy.

But the functions f, L, Φ and M are continuous. So, we have

|f(x2) − f(x1)| −→ 0,
|L(x2) − L(x1)| −→ 0,

|Φ(x2, t) −Φ(x1, t)| −→ 0,
|M(x2,y; l) −M(x1,y; l)| −→ 0,

when x2 −→ x1, and consequently |W(g)(x2) −W(g)(x1)| −→ 0. Therefore, the operator W maps the set
Qr into itself. Second, we need to prove that W is a completely continuous operator (i.e., to show that
the operator W is continuous and {W(Qr)} is a compact set) as follows. Suppose a sequence {gn}

∞
n=1 with

gn ∈ Qr, and assume gn → g ∈ Qr, when n→∞. It is clear that ‖gn‖∞ 6 r, ∀n ∈N.

|W(gn)(x) −W(g)(x)|

6
1
|µ|

∫x
a

|Φ(x, t)| |gn(t) − g(t)|dt

+
|λ|

|µ|

∫b
a

p∑
l=1

|M(x,y; l)|
∣∣∣∣ [∫y

a

(y− t)n−1gn(t)dt

]l
−

[∫y
a

(y− t)n−1g(t)dt

]l ∣∣∣∣dy
6

1
|µ|

∫x
a

|Φ(x, t)| |gn(t) − g(t)|dt

+
|λ|

|µ|

∫b
a

p∑
l=1

c(l) |M(x,y; l)|
∣∣∣∣∫y
a

(y− t)n−1gn(t)dt−

∫y
a

(y− t)n−1g(t)dt

∣∣∣∣dy, 0 < c(l) <∞
6
k1

|µ|

∫x
a

|gn(t) − g(t)|dt+
|λ|

|µ|

∫b
a

p∑
l=1

c(l) |M(x,y; l)|
(∫y
a

(y− t)n−1 |gn(t) − g(t)|dt

)
dy.

Applying the Arzela bounded convergence theorem implies

lim
n→∞

∫x
a

|gn(t) − g(t)|dt =

∫x
a

lim
n→∞ |gn(t) − g(t)|dt = 0,

and

lim
n→∞

∫b
a

p∑
l=1

c(l) |M(x,y; l)|
(∫y
a

(y− t)n−1 |gn(t) − g(t)|dt

)
dy

=

∫b
a

p∑
l=1

c(l) |M(x,y; l)|
(∫y
a

(y− t)n−1 lim
n→∞ |gn(t) − g(t)|dt

)
dy = 0.

So, |W(gn)(x) −W(g)(x)| −→ 0, when n −→ ∞ and consequently the operator W is continuous. Let
(W(gn)) be a sequence with gn ∈ Qr. The sequence (W(gn)) is uniformaly bounded on [a,b] because
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‖W(gn)‖∞ 6 r, ∀n ∈ N from Ineq. (2.9). Furthermore, the sequence (W(gn)) is equicontinuous because
|W(gn)(x2) −W(gn)(x1)| < ε as |x2 − x1| < δ, ∀n ∈ N from Ineq. (2.10). Applying the Arzela-Ascoli
theorem implies that the sequence (W(gn)) contains a sub-sequence (W(gnk)) which converges uniformly.
So, the set (W(Qr)) is compact and hence W is a completely continuous operator. From the Schauder
fixed point theorem [4], Eq. (2.1) has at least one fixed point in Qr and therefore, the integro-differential
Eq. (1.1) has at least one continuous solution. This completes the proof. �

In what follows, we need to assume the next condition.

(v) Let (b−a)[k1+|λ|k2k3k5]
|µ| < 1, where k5 :=

∑p
l=1

(
p
l

) c(l) kp−l4
[(n−1)!]l−1 .

Theorem 2.4. Assume the conditions (i), (ii), (iv), and (v) are satisfied. Then the NF-VIE (2.1) has a unique
continuous solution.

Proof. It is clear that Thm. 2.3 is satisfied from conditions (i), (ii), and (iv). So, Eq (2.1) has at least one
continuous solution from applying Thm. 2.3. Now we need to prove that condition (v) must lead to the
uniqueness of this solution. Let g and g∗ be any two solutions of the NF-VIE (2.1). Then

|g(x) − g∗(x)| 6
1
|µ|

∫x
a

|Φ(x, t)| |g(x) − g∗(x)|dt

+
|λ|

|µ|

∫b
a

p∑
l=1

|M(x,y; l)|
∣∣∣∣ [∫y

a

(y− t)n−1g(t)dt

]l
−

[∫y
a

(y− t)n−1g∗(t)dt

]l ∣∣∣∣dy
6
k1(b− a)

|µ|
‖g− g∗‖∞ +

|λ|k2k3(b− a)

|µ|

p∑
l=1

p! c(l)kp−l4
l!(p− l)![(n− 1)!]l−1 ‖g− g

∗‖∞
6

(b− a)[k1 + |λ|k2k3k5]

|µ|
‖g− g∗‖∞.

(2.11)

Passing supremun over x ∈ [a,b] in both sides of Ineq. (2.11) yields(
1 −

(b− a)[k1 + |λ|k2k3k5]

|µ|

)
‖g− g∗‖∞ 6 0,

but we have (b−a)[k1+|λ|k2k3k5]
|µ| < 1 from condition (v). So, we must have ‖g−g∗‖∞ = 0 and hence g = g∗.

This completes the proof. �

3. The modified Adomian’s decomposition method

In this section, we use the modified Adomian’s decomposition method (MADM) to solve the NF-VIE
(2.1). First, in the Adomain’s decomposition method (ADM), the unknown function, g(x), is decomposed
into an infinite series of terms which can be determined in a recursive way through iterating, while the
nonlinear part in Eq. (2.1) is decomposed into an infinite series of polynomials called the Adomian’s
polynomials, where these polynomials are not unique. Suppose the solution of Eq. (2.1) is given by the
following infinite series

g(x) :=

∞∑
m=0

gm(x). (3.1)

Then, substituting in Eq. (2.1) yields

∞∑
m=0

gm(x) =
1
µ
F(x) −

1
µ

∫x
a

Φ(x, t)
∞∑
m=0

gm(t)dt−
λ

µ

∫b
a

p∑
l=0

M(x,y; l)
∞∑
m=0

Am(y; l)dy,
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where Am, m > 0 are the Adomain polynomials and given by

Am(g0,g1, . . . ,gm,y; l) =
1
m!

 dm

dρm

[∫y
a

(y− t)n−1
∞∑
i=0

ρigi(t)dt

]l∣∣∣∣
ρ=0

, m = 0, 1, 2, . . . .

Set g0(x) := F(x), then we get the following recursive equation

g0(x) =
1
µ
F(x), gm(x) =

−1
µ

∫x
a

Φ(x, t)gm−1(t)dt−
λ

µ

∫b
a

p∑
l=0

M(x,y; l)Am−1(y; l)dy, m > 1,

which can be used to determine the term gm, m > 1. If the considered problem has a unique solution,
then the series (3.1) will converge to that solution, see Thm. 3.1. Moreover, when the function F(x) is
the sum of two or more terms, it is better to use the MADM introduced by Wazwaz in [30] to accelerate
the convergence rate and facilitate the calculations used to determine the generated terms as well. The
recursive equation in this MADM is given as below

g0(x) =
1
µ
F1(x),

g1(x) =
1
µ
F2(x) −

1
µ

∫x
a

Φ(x, t)g0(t)dt−
λ

µ

∫b
a

p∑
l=0

M(x,y; l)A0(y; l)dy,

gm(x) = −
1
µ

∫x
a

Φ(x, t)gm−1(t)dt−
λ

µ

∫b
a

p∑
l=0

M(x,y; l)Am−1(y; l)dy, m > 2,

where F(x) := F1(x) + F2(x). As we can see, the difference between the ADM and the MADM rests in the
construction of the first two terms g0 and g1 only.

Theorem 3.1. Let the conditions of Thm. 2.4 are verified. Then the infinite series solution
∑∞
m=0 gm(x) of the

NF-VIE (2.1) converges to the exact solution g(x).

Proof. Let m and n be two distinct positive integers with m > n > 1. Suppose we have the following
sequence of partial sums (Sm(x)), where Sm(x) =

∑m
i=0 gi(x). Then

|Sm(x) − Sn(x)| =

∣∣∣∣∣
m∑

i=n+1

gi(x)

∣∣∣∣∣ 6 1
|µ|

∫x
a
|Φ(x, t)|

∣∣∣∣∣
m−1∑
i=n

gi(t)

∣∣∣∣∣dt+ |λ|

|µ|

∫b
a

p∑
l=0

|M(x,y; l)|

∣∣∣∣∣
m−1∑
i=n

Ai(y; l)

∣∣∣∣∣dy
6
k1(b− a)

|µ|
‖Sm−1 − Sn−1‖∞ +

|λ|

|µ|

∫b
a

p∑
l=0

|M(x,y; l)|

∣∣∣∣∣
m−1∑
i=n

Ai(y; l)

∣∣∣∣∣dy.

(3.2)

Since∣∣∣∣∣
m−1∑
i=n

Ai(y; l)

∣∣∣∣∣ =
∣∣∣∣∣
m−1∑
i=0

Ai(y; l) −
n−1∑
i=0

Ai(y; l)

∣∣∣∣∣
=

∣∣∣∣∣∣
[∫y
a

(y− t)n−1
m−1∑
i=0

gi(t)dt

]l
−

[∫y
a

(y− t)n−1
n−1∑
i=0

gi(t)dt

]l∣∣∣∣∣∣
6 c(l)

∣∣∣∣∣
∫y
a

(y− t)n−1
m−1∑
i=0

gi(t)dt−

∫y
a

(y− t)n−1
n−1∑
i=0

gi(t)dt

∣∣∣∣∣ , 0 < c(l) <∞
6 c(l)‖Sm−1 − Sn−1‖∞

∫y
a

(y− t)n−1dt

6
c(l)(b− a)n

n
‖Sm−1 − Sn−1‖∞.

(3.3)
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Then, substituting Eq. (3.3) in Eq. (3.2) yields

|Sm(x) − Sn(x)| 6
(b− a)[k1 + |λ|k2k3k5]

|µ|
‖Sm−1 − Sn−1‖∞.

Let γ :=
(b−a)[k1+|λ|k2k3k5]

|µ| , where γ < 1 from Thm. 2.4. Then we have

‖Sm − Sn‖∞ 6 γ‖Sm−1 − Sn−1‖∞. (3.4)

Let m = n+ 1. So, we have

‖Sn+1 − Sn‖∞ 6 γn‖g1‖∞. (3.5)

Substituting Ineq. (3.5) in Ineq. (3.4) after applying the triangle inequality and letting m � n > N ∈ N,
we obtain

‖Sm − Sn‖∞ 6 γn

1 − γ
‖g1‖∞ = ε, (3.6)

where limn→∞ γn = 0. So, the sequence (Sn(x)) is a Cauchy sequence in the Banach space C([a,b], R).
Therefore limn→∞ Sn(x) = g(x) because the solution of Eq. (2.1) is unique under conditions of Thm. 2.4.
This completes the proof. �

Lemma 3.2. The truncation error between the exact solution, g(x), of the NF-VIE (2.1) and approximate solution,
Sn(x) =

∑n
i=0 gi(x), is estimated by ‖g− Sn‖∞ 6 γn

1−γ‖g1‖∞.

Proof. The proof follows directly from Thm. 3.1. So, it is omitted. �

4. The homotopy analysis method

In this section, the homotopy analysis method (HAM) is applied to solve the NF-VIE (2.1) under
satisfying conditions of Thm. 2.4. From Eq. (2.1), we have

µg(x) − F(x) +

∫x
a

Φ(x, t)g(t)dt+ λ
∫b
a

p∑
l=0

M(x,y; l)
[∫y
a

(y− t)n−1g(t)dt

]l
dy = 0. (4.1)

Define the operator N by

N[g(x)] = g(x) −
1
µ
F(x) +

1
µ

∫x
a

Φ(x, t)g(t)dt+
λ

µ

∫b
a

p∑
l=0

M(x,y; l)
[∫y
a

(y− t)n−1g(t)dt

]l
dy. (4.2)

From (4.1) and (4.2) we have

N[g(x)] = 0, x ∈ [a,b]. (4.3)

We define the homotopy of the unknown function g(x) as below

H∗[Ψ(x;  h,p)] := (1 − p)L[Ψ(x;  h,p) − g0(x)] − p hN[Ψ(x;  h,p)], (4.4)

(1) the function g0(x) is the initial approximation of the unknown solution g(x);
(2) the parameter  h ∈ R \ {0} is used as a control tool to manage the convergence of the proposed tech-

nique;
(3) the parameter p ∈ [0, 1] is embedding in Eq. (4.4) and called the homotopy parameter;
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(4) the operator L is an auxiliary linear operator satisfying the property L[r(x)] = 0 when r(x) = 0;
(5) the operator N denotes Eq. (4.2), that is

N[Ψ(x;  h,p)] = Ψ(x;  h,p) −
1
µ
F(x) +

1
µ

∫x
a

Φ(x, t)Ψ(t;  h,p)dt

+
λ

µ

∫b
a

p∑
l=0

M(x,y; l)
[∫y
a

(y− t)n−1Ψ(t;  h,p)dt
]l
dy.

Solving Eq. (4.5)
H∗[Ψ(x;  h,p)] = 0, (4.5)

yields

(1 − p)L[Ψ(x;  h,p) − g0(x)] = p hN[Ψ(x;  h,p)], (4.6)

where Eq. (4.6) is called the zero-order deformation. Define the operator L in the current work by
L[g] := g. So, the zero-order deformation in this work is defined as

(1 − p)[Ψ(x;  h,p) − g0(x)] = p hN[Ψ(x;  h,p)]. (4.7)

Remark 4.1. From Eq. (4.5), we can see the following two important notes.

(1) substituting p = 0 in Eq. (4.5), and then using the property of the operator L imply

H∗[Ψ(x;  h, 0)] = 0 =⇒ L[Ψ(x;  h, 0) − g0(x)] = 0 =⇒ Ψ(x;  h, 0) = g0(x),

where g0(x) is the initial guess of the unknown solution g(x), so, Ψ(x;  h, 0) = g0(x) is a solution for
Eq. (4.5) which is obtained when p = 0;

(2) substituting p = 1 in Eq. (4.5) gives

H∗[Ψ(x;  h, 1)] = 0 =⇒ − hN[Ψ(x;  h, 1)] = 0 =⇒ N[Ψ(x;  h, 1)] = 0,

but from Eq. (4.3) we have N[g(x)] = 0 and consequently Ψ(x;  h, 1) = g(x), so, Ψ(x;  h, 1) = g(x) is a
solution for Eq. (4.5) which is obtained when p = 1.

From remark (4.1), the essence of the HAM technique turns out to be: ”while the homotopy-parameter,
p, is increasing from 0 to 1, the homoptopy function, Ψ(x;  h,p), varies continuously from the initial
approximation, g0(x), to the solution g(x) of Eq. (2.1), see [21]”.

Let the control parameter,  h, be selected so that the solution of Eq. (4.7) exists for p ∈ (0, 1) and is
analytic at p = 0 [21]. So, we can assume the solution of Eq. (2.1) on the form

g(x) = g0(x) +

∞∑
m=1

gm(x) =

∞∑
m=0

gm(x), (4.8)

where

gm(x) =
1
m!
∂mΨ(x;  h,p)

∂pm

∣∣∣∣
p=0

, m = 1, 2, 3, 4, . . . .

The recursive equation for generating the individual terms of the proposed series solution (4.8), which
is obtained by differentiating both sides of Eq. (4.7) m-times with respect to the parameter p and then
substituting p = 0, is given by

g1(x) =  h R1(g0(x)), gm(x) = gm−1(x) +  h Rm(ḡm−1(x)), m > 2, (4.9)

where

ḡm−1(x) = (g0(x),g1(x), · · · ,gm−1(x)),

Rm(ḡm−1(x)) =
1

(m− 1)!

[
∂m−1

∂pm−1N

( ∞∑
i=0

gi(x) p
i

)] ∣∣∣∣
p=0

.
(4.10)
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5. Analytical and numerical results

Example 5.1. Consider the second order nonlinear integro-differential equation

2φ′′(x) + x2φ′(x) − 2xφ(x) =
−7
12
x−

1
20
x4 −

160
3

∫ 1

0
xy[φ(y)]2dy, 0 6 x 6 1, (5.1)

subject to the initial conditions

φ(0) = 0, φ′(0) = 0.

Using Eq. (2.4) we get on

φ(x) =

∫x
0
(x− t)g(t)dt, (5.2)

where g(x) is the solution of the following NF-VIE

2g(x) +
∫x

0

(
2xt− x2)g(t)dt = −7

12
x−

1
20
x4 −

160
3

∫ 1

0
xy

[∫y
0
(y− t)g(t)dt

]2

dy. (5.3)

The exact solution for Eq. (5.3) is g(x) = −3
10 x and consequently substituting in Eq. (5.2) yields φ(x) = −1

20 x
3

which is the exact solution for Eq. (5.1).
It is worth mentioning that this solution g(x) = −3

10 x of Eq. (5.3) is unique. Indeed, it is clear that
the functions B1(x) = x2 and B2(x) = −2x satisfy condition (i). The functions f(x) = −7

12 x −
1
20x

4 and
ψ(x,y) = xy verify conditions (ii) and (iv), respectively. It is easy to figure out that µ = 2, λ = 160

3 , k1 =
‖Φ(x, t)‖∞ = ‖2xt− x2‖∞ = 1 where 0 6 t 6 x 6 1. Also, we have k2 = ‖ψ(x,y)‖∞ = ‖xy‖∞ = 1 where
(x,y) ∈ [0, 1]2, k3 = 1

2 , k4 = k5 = 0. Finally, condition (v) is satisfied as well because (b−a)[k1+|λ|k2k3k5]
|µ| =

1
2 < 1. Hence Eq. (5.3) has a unique solution from applying Thm. 2.4.

5.1. Applying the MADM.
Set

g0(x) =
−7
24
x,

g1(x) =
−1
40
x4 −

1
2

∫x
0

(
2xt− x2)g0(t)dt−

80
3

∫ 1

0
xyA0(y)dy,

gm(x) =
−1
2

∫x
0

(
2xt− x2)gm−1(t)dt−

80
3

∫ 1

0
xyAm−1(y)dy, m > 2,

(5.4)

where the Adomain polynomials, Am, m > 0, are given by

Am(g0,g1, . . . ,gm,y) =
1
m!

 dm

dρm

[∫y
0
(y− t)

∞∑
i=0

ρigi(t)dt

]2
∣∣∣∣

ρ=0
, m = 0, 1, 2, . . . . (5.5)

Then, applying the recursive Eq. (5.4) after generating the Adomian polynomials from Eq. (5.5) implies

g0(x) =
−7
24
x,

g1(x) =
−1

1440
x4 −

245
31104

x,

g2(x) =
1

21600
x7 +

245
373248

x4 −
477673

1108546560
x,

...
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We demonstrate in Tables 1 and 2 a comparison between exact solution and approximate solutions
S1(x),S2(x),S3(x),S4(x),S5(x), and S6(x), respectively using the MADM in Ex. 5.1. Also we present in
these tables the corresponding infinite norm of the absolute errors in each approximation. We can realize
from the numerical data in these two Tables 1 and 2 that the infinite norm of the errors decreases as
the partial sum of the approximated terms increases. Also, the approximate solution using the MADM
converges very rapidly to the exact solution which is clear from Fig. 1.

5.2. Applying the HAM.

From Eq. (5.3), we define the operator N by

N[Ψ(x;  h,p)] = Ψ(x;  h,p) +
7

24
x+

1
40
x4 +

1
2

∫x
0

(
2xt− x2)Ψ(t;  h,p)dt

+
80
3

∫ 1

0
xy

[∫y
0
(y− t)Ψ(t;  h,p)dt

]2

dy.

Using Eq. (4.7), we define the zero-order deformation as below

(1 − p)

[
Ψ(x;  h,p) +

7
24
x

]
= p hN [Ψ(x;  h,p)] ,

where g0(x) =
−7
24 x. It is clear that when p = 0, and p = 1 we have Ψ(x;  h, 0) = −7

24 x and Ψ(x;  h, 1) = g(x).
Using the recursive Eq. (4.9) and Eq. (4.10) we get the individual terms of the series solution (4.8) as
follows:

g0(x) =
−7
24
x,

g1(x) =  h

(
1

1440
x4 +

245
31104

x

)
,

g2(x) =
1

21600
 h2x7 +

(
2521

1866240
 h+

1
1440

)
 hx4 +

(
8254127

1108546560
 h+

245
31104

)
 hx,

...

The proper numbers of the control parameter  h which guarantee the convergence of the approximate
series solution to the exact solution are determined from the line segments which are almost paral-
lel to the horizontal  h-axis in the  h-curves in Fig. 2. The value of the control parameter  h which
minimizes the squared of the residual is called the optimal value, see Fig. 3. For example,  h '
−1.012033,−1.00463,−1.01064,−1.01115,−1.01561,−1.02019 are the values which minimize the squared
residual based on utilizing S1(x), S2(x), S3(x), S4(x), S5(x), and S6(x), respectively, where x ∈ [0, 1], see
Fig. 3. When the value of  h = −1, we get the same numerical results obtained using the MADM as
in Tables 1 and 2. Therefore, based on the numerical results we obtained in Tables 3 and 4, it is very
convenient to take  h = −1 to be the optimal value for the control parameter  h in Ex. 5.1. Therefore, no
significance difference was detected between the MADM and HAM during applying the two methods to
solve Ex. 5.1 provided we use the same initial approximation in both MADM and HAM.

Example 5.2. Consider the third order nonlinear integro-differential equation:

9
2
φ′′′(x) − x2φ′′(x) − x2φ′(x) +

9
2
φ(x)

=
9
2
x+

(
640
231

e−1 −
25

231
e−2 − 2

)
x2 −

20
231

∫ 1

0
x2y2[φ(y)]2dy, 0 6 x 6 1,

(5.6)
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subject to the initial conditions

φ(0) = −1, φ′(0) = 2, φ′′(0) = −1.

Using Eq. (2.4) we get on

φ(x) = −1 + 2x−
x2

2!
+

∫x
0

(x− t)2

2!
g(t)dt, (5.7)

where g(x) is the solution of the following NF-VIE

9
2
g(x) +

∫x
0

[
9
4
t2 +

(
x2 −

9
2
x

)
t−

(
x3 −

5
4
x2
)]
g(t)dt

=
9
2
(1 − x) +

(
2722
2183

+
640e−1

231
−

25e−2

231

)
x2 − x3

+
20
231

∫ 1

0

∫y
0
x2
(

1
2
y4 − 2y3 + y2

)
(y− t)2g(t)dtdy−

5
231

∫ 1

0
x2y2

[∫y
0
(y− t)2g(t)dt

]2

dy.

(5.8)

The exact solution for Eq. (5.8) is g(x) = e−x and consequently substituting in Eq. (5.7) yields φ(x) =
x− e−x which is the exact solution for Eq. (5.6).

The solution g(x) = e−x of Eq. (5.8) is unique. Indeed, it is clear that the functions B1(x) =
−x2,B2(x) = −x2, and B3(x) =

9
2 satisfy condition (i). The functions f(x) = 9

2x+
(640

231e
−1 − 25

231e
−2 − 2

)
x2

and ψ(x,y) = x2y2 verify conditions (ii) and (iv), respectively. It is easy to figure out that µ = 9
2 , λ =

20
231 , k1 = ‖Φ(x, t)‖∞ = ‖9

4t
2 +

(
x2 − 9

2x
)
t −

(
x3 − 5

4x
2
)
‖∞ = 10

9 , where 0 6 t 6 x 6 1. Also, we have
k2 = ‖ψ(x,y)‖∞ = ‖x2y2‖∞ = 1, where (x,y) ∈ [0, 1]2, k3 = 1

6 , k4 = 1
2 , k5 = 741

413 . Also, condition (v) is
satisfied because (b−a)[k1+|λ|k2k3k5]

|µ| = 1279
2531 < 1. So, Eq. (5.3) has a unique solution from applying Thm.

2.4.

5.3. Applying the MADM.

Set

g0(x) = 1 − x,

g1(x) =
2
9

(
2722
2183

+
640e−1

231
−

25e−2

231

)
x2 −

2
9
x3 −

2
9

∫x
0

[
9
4
t2 +

(
x2 −

9
2
x

)
t−

(
x3 −

5
4
x2
)]
g0(t)dt

+
40

2079

∫ 1

0

∫y
0
x2
(

1
2
y4 − 2y3 + y2

)
(y− t)2g0(t)dtdy−

10
2079

∫ 1

0
x2y2A0(y)dy,

gm(x) = −
2
9

∫x
0

[
9
4
t2 +

(
x2 −

9
2
x

)
t−

(
x3 −

5
4
x2
)]
gm−1(t)dt

+
40

2079

∫ 1

0

∫y
0
x2
(

1
2
y4 − 2y3 + y2

)
(y− t)2gm−1(t)dtdy

−
10

2079

∫ 1

0
x2y2Am−1(y)dy, m > 2,

(5.9)

where the Adomain polynomials, Am, m > 0, are given by

Am(g0,g1, · · · ,gm,y) =
1
m!

 dm

dρm

[∫y
0
(y− t)2

∞∑
i=0

ρigi(t)dt

]2
∣∣∣∣

ρ=0
, m = 0, 1, 2, . . . . (5.10)

Then, applying the recursive Eq. (5.9) after generating the Adomian polynomials from Eq. (5.10) implies
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g0(x) = 1 − x,

g1(x) = −
1
27
x5 +

1
24
x4 −

1
6
x3 +

58398847732950836625617
116793857742032880009216

x2,

g2(x) = −
1

5103
x9 −

389
408240

x8 −
1

5040
x7 +

43807290962934313108501
31534341590348877602488320

x6

+
1810364279721475935394127
63068683180697755204976640

x5 −
202262438675599846728213691

12500086869047933686115960094720
x2,

...

Tables 5 and 6 demonstrate a comparison between exact solution g(x) = e−x in Ex. 5.2 and approximate
solutions S1(x),S2(x), S3(x), S4(x),S5(x), and S6(x), respectively. From Fig. 4 and the numerical data in
Tables 5 and 6 we notice that the infinite norm of errors decreases when the partial sum of terms increases.
Also, the approximate solution converges very fast to the exact solution.

5.4. Applying the HAM
From Eq. (5.8), we define the operator N by

N[Ψ(x;  h,p)] = Ψ(x;  h,p) − 1 + x−
2
9

(
2722
2183

+
640e−1

231
−

25e−2

231

)
x2 +

2
9
x3

+
2
9

∫x
0

[
9
4
t2 +

(
x2 −

9
2
x

)
t−

(
x3 −

5
4
x2
)]
Ψ(t;  h,p)dt

−
40

2079

∫ 1

0

∫y
0
x2
(

1
2
y4 − 2y3 + y2

)
(y− t)2Ψ(t;  h,p)dtdy

+
10

2079

∫ 1

0
x2y2

[∫y
0
(y− t)2Ψ(t;  h,p)dt

]2

dy.

Using Eq. (4.7), we define the zero-order deformation as below

(1 − p) [Ψ(x;  h,p) − 1 + x] = p hN [Ψ(x;  h,p)] ,

where g0(x) = 1− x. It is clear that when p = 0, and p = 1 we have Ψ(x;  h, 0) = 1− x and Ψ(x;  h, 1) = g(x).
Using the recursive Eq. (4.9) and Eq. (4.10) we get the individual terms of the series solution (4.8) as
below

g0(x) = 1 − x,

g1(x) =  h

(
1
27
x5 −

1
24
x4 +

1
6
x3 −

58398847732950836625617
116793857742032880009216

x2
)

,

g2(x) =  h2
(

−1
5103

x9 −
389

408240
x8 −

1
5040

x7 +
43807290962934313108501

31534341590348877602488320
x6
)

+  h

(
4146241434562133535578447

63068683180697755204976640
 h+

1
27

)
x5 −

1
24

 h ( h+ 1) x4 +
1
6
 h ( h+ 1) x3

−  h

(
6250451066845386155309708823331

12500086869047933686115960094720
 h+

58398847732950836625617
116793857742032880009216

)
x2,

...

As we did in the previous example, we can depict from the  h-curves in Fig. 5 the values of the parameter
 h which guarantee the convergence of the series solution to the exact solution. Also, the optimal value
of the control parameter  h corresponding to each approximation are illustrated in Fig. 6. For example,
 h ' −1.049902,−1.019211,−1.011092,−1.015997,−1.014091,−1.006894 are the optimal values correspond-
ing to S1(x),S2(x),S3(x),S4(x),S5(x), and S6(x), respectively, where x ∈ [0, 1]. We confirm that the two
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proposed methods shows the same numerical results when we substitute  h = −1 in the HAM. Compar-
ing Tables 7 and 8 with Tables 5 and 6, we can see that applying the HAM gives an approximate solution
which converges slightly faster and more accurate than the one obtained through using the MADM.

6. Figures

Figure 1: Depiction of the exact solution g(x) = −3
10 x along with

three approximate solutions S2(x),S3(x), and S4(x) using the
MADM in Ex. 5.1.

Figure 2: The  h-curves of g′(0) in Ex. 5.1 derived from the 4th and
5th approximations using HAM.

Figure 3: Depiction of the natural logarithm of squared residual, En,
when n = 1, 2, 3, 4, 5, 6 to visualize the corresponding optimal value
of the convergence control parameter  h in HAM in Ex. 5.1.

Figure 4: Depiction of the exact solution g(x) = e−x along with
four approximate solutions S1(x),S2(x),S3(x), and S4(x) using
the MADM in Ex. 5.2.

Figure 5: The  h-curves of g′(0.3) in Ex. 5.2 derived from the 5th

and 6th approximations using HAM.

Figure 6: Depiction of the natural logarithm of squared residual
when n = 1, 2, 3, 4, 5, 6 to visualize the corresponding optimal value
of the convergence control parameter  h in HAM in Ex. 5.2.
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7. Tables

Table 1: Exact solution g(x) = −3
10 x and approximate solutions S1(x), S2(x), and S3(x) utilizing the MADM along with the corresponding

infinite norm of the absolute errors in Ex. 5.1.

x Exact solution MADM S1(x) |E1| MADM S2(x) |E2| MADM S3(x) |E3|

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.2 −0.06 −0.0599098045 0.0000901954 −0.0599949337 0.0000050662 −0.0599996550 0.0000003449
0.4 −0.12 −0.1198351646 0.0001648353 −0.1199906450 0.0000093549 −0.1199993541 0.0000006458
0.6 −0.18 −0.1798160802 0.0001839197 −0.1799882549 0.0000117450 −0.1799991745 0.0000008254
0.8 −0.24 −0.2399192181 0.0000807818 −0.2399853678 0.0000146321 −0.2399991914 0.0000008085
1.0 −0.30 −0.3002379115 0.0002379115 −0.2999661154 0.0000338845 −0.3000001087 0.0000001087

Table 2: Exact solution g(x) = −3
10 x and approximate solutions S4(x), S5(x), and S6(x) utilizing the MADM along with the corresponding

infinite norm of the absolute errors in Ex. 5.1.

x Exact solution MADM S4(x) |E4| MADM S5(x) |E5| MADM S6(x) |E6|

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.2 −0.06 −0.0599999750 0.0000000249 −0.0599999980 0.0000000019 −0.0599999998 0.0000000001
0.4 −0.12 −0.1199999531 0.0000000468 −0.1199999964 0.0000000035 −0.1199999997 0.0000000002
0.6 −0.18 −0.1799999398 0.0000000601 −0.1799999953 0.0000000046 −0.1799999996 0.0000000003
0.8 −0.24 −0.2399999373 0.0000000626 −0.2399999951 0.0000000048 −0.2399999996 0.0000000003
1.0 −0.30 −0.2999999148 0.0000000851 −0.2999999961 0.0000000038 −0.2999999996 0.0000000003

Table 3: Exact solution g(x) = −3
10 x and approximate solutions S1(x), S2(x), and S3(x) utilizing the HAM along with the corresponding

infinite norm of the absolute errors in Ex. 5.1.

x Exact solution
 h = −1.012033  h = −1.00463  h = −1.01064

HAM S1(x) |E1| HAM S2(x) |E2| HAM S3(x) |E3|

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.2 −0.06 −0.0599287740 0.0000712259 −0.0599956900 0.0000043099 −0.0599997801 0.0000002198
0.4 −0.12 −0.1198732907 0.0001267092 −0.1199920201 0.0000079798 −0.1199995857 0.0000004142
0.6 −0.18 −0.1798740315 0.0001259684 −0.1799897497 0.0000102502 −0.1799994736 0.0000005263
0.8 −0.24 −0.2399984652 0.0000015347 −0.2399858406 0.0000141593 −0.2399996226 0.0000003773
1.0 −0.30 −0.3003410482 0.0003410482 −0.2999634090 0.0000365909 −0.3000013084 0.0000013084

Table 4: Exact solution g(x) = −3
10 x and approximate solutions S4(x), S5(x), and S6(x) utilizing the HAM along with the corresponding

infinite norm of the absolute errors in Ex. 5.1.

x Exact solution
 h = −1.01115  h = −1.01561  h = −1.02019

HAM S4(x) |E4| HAM S5(x) |E5| HAM S6(x) |E6|

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.2 −0.06 −0.0599999864 0.0000000135 −0.0599999993 0.0000000006 −0.0599999999 0.0000000000
0.4 −0.12 −0.1199999745 0.0000000254 −0.1199999986 0.0000000015 −0.1199999998 0.0000000001
0.6 −0.18 −0.1799999672 0.0000000327 −0.1799999982 0.0000000017 −0.1799999998 0.0000000001
0.8 −0.24 −0.2399999610 0.0000000389 −0.2399999984 0.0000000015 −0.2399999997 0.0000000002
1.0 −0.30 −0.2999998786 0.0000001213 −0.3000000045 0.0000000045 −0.2999999992 0.0000000007
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Table 5: Exact solution g(x) = e−x and approximate solutions S1(x), S2(x), and S3(x) utilizing the MADM along with the corresponding
infinite norm of the absolute errors in Ex. 5.2.

x Exact solution MADM S1(x) |E1| MADM S2(x) |E2| MADM S3(x) |E3|

0.0 1.0 1.0 0.0 1.0 0.0 1.0 0.0
0.2 0.8187307530 0.8187221386 0.0000086144 0.8187307607 0.0000000076 0.8187307538 0.0000000007
0.4 0.6703200460 0.6700233694 0.0002966765 0.6703194053 0.0000006407 0.6703200481 0.0000000021
0.6 0.5488116360 0.5465259146 0.0022857214 0.5487934433 0.0000181927 0.5488115461 0.0000000899
0.8 0.4493289641 0.4396075519 0.0097214122 0.4491395263 0.0001894377 0.4493265280 0.0000024360
1.0 0.3678794411 0.3379793924 0.0299000487 0.3667098048 0.0011696363 0.3678494169 0.0000300242

Table 6: Exact solution g(x) = e−x and approximate solutions S4(x), S5(x), and S6(x) utilizing the MADM along with the corresponding
infinite norm of the absolute errors in Ex. 5.2.

x Exact solution MADM S4(x) |E4| MADM S5(x) |E5| MADM S6(x) |E6|

0.0 1.0 1.0 0.0 1.0 0.0 1.0 0.0
0.2 0.8187307530 0.8187307537 0.0000000006 0.8187307537 0.0000000006 0.8187307537 0.0000000006
0.4 0.6703200460 0.6703200485 0.0000000025 0.6703200485 0.0000000025 0.6703200485 0.0000000025
0.6 0.5488116360 0.5488116414 0.0000000053 0.5488116418 0.0000000057 0.5488116418 0.0000000057
0.8 0.4493289641 0.4493289510 0.0000000130 0.4493289743 0.0000000102 0.4493289745 0.0000000104
1.0 0.3678794411 0.3678788848 0.0000005563 0.3678794494 0.0000000082 0.3678794580 0.0000000168

Table 7: Exact solution g(x) = e−x and approximate solutions S1(x), S2(x), and S3(x) utilizing the HAM along with the corresponding
infinite norm of the absolute errors in Ex. 5.2.

x Exact solution
 h = −1.049902  h = −1.019211  h = −1.011092

HAM S1(x) |E1| HAM S2(x) |E2| HAM S3(x) |E3|

0.0 1.0 1.0 0.0 1.0 0.0 1.0 0.0
0.2 0.8187307530 0.8196564066 0.0009256536 0.8187241857 0.0000065673 0.8187307759 0.0000000228
0.4 0.6703200460 0.6735176601 0.0031976141 0.6703050462 0.0000149997 0.6703200552 0.0000000092
0.6 0.5488116360 0.5538378184 0.0050261823 0.5488273261 0.0000156900 0.5488115120 0.0000001240
0.8 0.4493289641 0.4515643949 0.0022354308 0.4494208494 0.0000918853 0.4493296027 0.0000006386
1.0 0.3678794411 0.3548451653 0.0130342758 0.3676995429 0.0001798982 0.3678775384 0.0000019026

Table 8: Exact solution g(x) = e−x and approximate solutions S4(x), S5(x), and S6(x) utilizing the HAM along with the corresponding
infinite norm of the absolute errors in Ex. 5.2.

x Exact solution
 h = −1.015997  h = −1.014091  h = −1.006894

HAM S4(x) |E4| HAM S5(x) |E5| HAM S6(x) |E6|

0.0 1.0 1.0 0.0 1.0 0.0 1.0 0.0
0.2 0.8187307530 0.8187307526 0.0000000004 0.8187307537 0.0000000006 0.8187307537 0.0000000006
0.4 0.6703200460 0.6703200479 0.0000000018 0.6703200485 0.0000000025 0.6703200485 0.0000000025
0.6 0.5488116360 0.5488116473 0.0000000112 0.5488116418 0.0000000057 0.5488116418 0.0000000057
0.8 0.4493289641 0.4493289588 0.00000000528 0.4493289747 0.0000000105 0.4493289745 0.0000000104
1.0 0.3678794411 0.3678794827 0.0000000416 0.3678794572 0.0000000160 0.3678794581 0.0000000172
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8. Conclusion

In this work, we studied a general class of nonlinear integro-differential equations of order n, n ∈
Z+ \ {0}. We transformed this class of equations to an equivalent nonlinear Fredholm-Volterra integral
equation (NF-VIE). We proved, under satisfying some sufficient conditions, the existence of continuous
solutions for the corresponding NF-VIE and hence the existence of n-differentiable continuous solutions
for the studied class of n-order integro-differential equations. The uniqueness of this solution is discussed
as well. The modified Adomian’s decomposition method (MADM) and the homotopy analysis method
(HAM) are used to solve numerically the NF-VIE and study the convergence rate and error estimate of
the approximate solution. The numerical results in this paper show that the two proposed techniques
converge rapidly when we supposed the initial approximation g0(x) to be the same in both methods.
But when we choose the convergence control parameter  h such that the squared residual is minimized,
the HAM may give an approximate solution that is more accurate and converges faster than the one
obtained utilizing the MADM. For future research directions, we suggest studying the singular fractal
model corresponding to Eq. (1.1), [15].
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