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Abstract
In this paper we consider the existence and uniqueness of weak positive solution for nonlocal equations of the square root

of the Laplacian with singular nonlinearity. The remarkable feature of this paper is the fact that the natural associated functional
fails to be Fréchet differentiable, critical point theory could not be applied to obtain the existence of weak positive solution. We
first establish the priori estimate of weak solution of approximating problems. Then the weak positive solution is constructed by
combining sub-and supersolutions method and truncate technology.
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1. Introduction and preliminaries

In this paper we study the existence of weak positive solution for the following singular elliptic bound-
ary value problem involving a nonlocal positive operator-the square root of the Laplacian in a bounded
domain 

(−∆)
1
2u = f(x)u−γ, in Ω,

u > 0, in Ω,
u = 0, on ∂Ω,

(1.1)

where Ω ⊂ RN(N > 2) is a bounded domain, γ > 0 is a real parameter, f ∈ Lp(Ω), f > 0, f 6≡ 0.
Essential to the results in this work is to realize the nonlocal operator (−∆)

1
2 in a local manner. More-

over, using this approach we can obtained the weak positive solution for the singular elliptic problem
with essential singular nonlinearity, i.e., γ > 1.
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Before stating the results contained in this work, let us recall the definition of the fractional Laplacian
and the results of the related works on fractional problem with singular nonlinearity. See for instance
[9, 10]. Given a bounded smooth domain Ω ⊆ RN, we consider the Sobolev space

H1
0,L(C) =

{
v ∈ H1(C)

∣∣∣v ≡ 0 a.e. on ∂LC
}

equipped with

‖v‖ =
(∫

C

|∇v|2 dxdy
) 1

2

,

where C = Ω× (0, ∞), ∂LC = ∂Ω× [0, ∞). For a fixed parameter s ∈ (0, 1), the fractional Laplacian in
RN is a pseudo differential operator defined as

(−∆)su(x) := CN, s P.V .
∫
RN

u(x) − u(y)

|x− y|N+2s dy x ∈ RN,

= CN, s lim
ε→0+

∫
RN\B(x, ε)

u(x) − u(y)

|x− y|N+2s dy x ∈ RN,

where P.V . stands for the Cauchy principle value, B(x, ε) is the ball centered at x ∈ RN with radius ε,
and CN, s is the following positive normalization constant:

CN, s =

(∫
RN

1 − cos(η1)

|η|N+2s dη

)−1

= π−
n
2 22s Γ(

n+2s
2 )

Γ(1 − s)
,

with η = (η1, η2), η2 ∈ RN−1.
Given the s ∈ (0, 1) and a smooth bounded domain Ω ⊆ RN, we can defined the fractional Sobolev

space as

Hs(Ω) =

{
u ∈ L2(Ω)

∣∣∣∣∣
∫
Ω

∫
Ω

|u(x) − u(y)|2

|x− y|n+2s dxdy < +∞}
with norm

‖u‖Hs =
{∫
Ω

|u|2 dx+

∫
Ω

∫
Ω

|u(x) − u(y)|2

|x− y|n+2s dxdy

} 1
2

.

We define Hs0(Ω) as the closure of C∞c (Ω) with respect to the norm ‖ · ‖Hs . Theorem 11.1 in [9] showed
that for 0 < s 6 1

2 , Hs0(Ω) = Hs(Ω), while for 1
2 < s < 1 the inclusion Hs0(Ω) ⊆ Hs(Ω) is strict.

Caffarelli and Silvestre [4] have given a new local realization of the fractional Laplacian operator
(−∆)s(s ∈ (0, 1)), through the Dirichlet-Neumann map of an appropriate degenerate elliptic operator. By
a weak solution u of (1.1) we mean look for v ∈ H1

0,L(C) with v(·, 0) = u, satisfying the following mixed
boundary value problem 

−∆v = 0, in C,
v = 0, on ∂LC,
v > 0, in C,
∂v
∂n = f(x)v−γ, on Ω× {0},

(1.2)

where n is the unit outer normal to C at Ω× {0}.

Definition 1.1. We say v ∈ H1
0,L(C) is a weak supersolution(respectively subsolution) of equation (1.2), if

v > 0 and ∫
C

∇v∇φ > (6)0, ∀ φ ∈ H1
0,L(C),

and ∫
C

∂v

∂n
φ dxdy > (6)

∫
Ω×{0}

f(x)v−γφ dx, ∀ φ ∈ H1
0,L(C). (1.3)
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Definition 1.2. We say u is a weak supersolution(respectively subsolution) of equation (1.1), if there exists
a weak supersolution(respectively subsolution) v ∈ H1

0,L(C) of (1.2), such that u = tr
∣∣∣
Ω
v.

Definition 1.3. We say v is a weak positive solution of equation (1.2), if it is at the same time a supersolu-
tion and a subsolution of equation (1.2). If v is a weak positive solution of equation (1.2), then the trace u
on Ω of v is said to be a weak positive solution of (1.1).

The principal feature of interest here is that the given boundary value makes the equation singular at
the boundary ∂Ω. Therefore, for which class of the testing function φ makes (1.2) hold true is essential. It
is worth pointing out that the testing function φ in the definition of weak positive solution dose not need
to has compact support in Ω. There are the following important differences between the singular elliptic
equations and the general elliptic equations. That is the validity of the relation∫

C

∂v

∂n
φ dxdy =

∫
Ω×{0}

f(x)v−γφ dx, ∀ φ ∈ H1
0,L(C)

cannot imply the validity of∫
C

∂v

∂n
ϕ dxdy =

∫
Ω×{0}

f(x)v−γϕ dx, ∀ ϕ ∈ C∞c (C)
since, if {ϕn} ⊂ C∞c (C) such that ϕn −→ ϕ in H1

0,L(C) topology, it is not true in general that∫
Ω×{0}

f(x)u−γϕn dx −→
∫
Ω×{0}

f(x)u−γϕ dx.

Problem (1.1) is strongly inspired by the following semilinear elliptic problem with a singular nonlin-
earity {

−∆u = λuβ + p(x)u−γ, in Ω,
u = 0, on ∂Ω.

(1.4)

Problem (1.4) has been extensively studied by various authors (see, e.g. [14, 15, 17, 20] and the references
there in). In pioneering papers of Crandall et al. [5] and Stuart [13] proved that problem (1.4) has a unique
classical positive solution u ∈ C2(Ω) ∩C0(Ω), using the method of sub-and super-solutions when λ = 0,
p ∈ C1(Ω). By the Ekeland’s variational principle [12] and careful estimates, Sun [16] and my previous
work [18] showed that the problem (1.4) possesses at least two weak solutions, provided 1 < β 6 N+2

N−2 ,
0 < γ < 1 and λ > 0 small enough.

The fractional Laplacian is the infinitesimal generator of Lévy stable diffusion process and in anoma-
lous diffusion in plasma, population, dynamics, geophysical fluid dynamics, flames propagation, chemi-
cal reactions in liquids and American options in finance. For more details, we cite the reader to [1, 7, 11].
Problems of the type (1.1) arise in certain problems in fluid mechanics, pseudoplastic flow, chemical het-
erogenous catalysts and non-Newtonian fluids. The topic of the existence of weak solutions to problem
(1.1) has been studied extensively in [2, 6, 8, 11] and the references there in. In [11], authors proved the
existence and multiplicity results on problem (1.4), where 0 < γ 6 1. It should be pointed out that since
1 − γ < 1 the natural associated functional

I(v) =
1
2

∫
C

∣∣∇v(x,y)
∣∣2 dxdy− 1

1 − γ

∫
Ω

f(x)
∣∣v(x, 0)

∣∣1−γ dx for all v ∈ H1
0,L(C)

fails to be Fréchet-differentiable. Moreover, in the essential singular case of γ > 1 the functional is no
defined. Therefore, the general critical point theory could not be applied to obtain the weak solution
directly. To the best of our knowledge, there are no works dealing with existence results with fractional
Laplacian with essential singular nonlinearities. In this paper, we attempt to address the existence of
weak positive solution of problem (1.1) for all γ > 0.

Throughout the paper we make use of the following notations. We denote by |Ω| the Lebesgue measure
of Ω and also denote by ‖ · ‖Lq the standard Lq(Ω)-normal for 1 6 q 6∞, C, C1, C2, . . . denote (possibly
different) positive constants.
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2. Main results

The following theorems are the main results of this paper.

Theorem 2.1. Let Ω be a bounded smooth domain in RN(N > 2). Let γ ∈ (0, 1), f ∈ Lq(Ω)(q > N) with
f(x) > 0, f 6≡ 0 in Ω. Then problem (1.1) has a unique weak positive solution u ∈ L∞(Ω).

Theorem 2.2. Let Ω be a bounded smooth smooth domain in RN(N > 2). Let γ > 1 and f ∈ Cα(Ω)(0 < α < 1)
with f(x) > 0, f 6≡ 0 in Ω. Assume that there exists a positive function η(x) ∈ C1

0(Ω) such that fη−γ ∈ L2(Ω),
then problem (1.1) has a unique weak positive solution u ∈ L∞(Ω).

3. Existence and uniqueness of weak positive solution of problem (1.1)

Lemma 3.1 (Embedding, see [3, Lemma 2.4]). Let Ω be a bounded smooth domain in RN(N > 2),1 < r 6 2] =
2N
N−1 . Then, we have that for all v ∈ H1

0,L(C),(∫
Ω

|v(x, 0)|r dx
) 1
r

6 C

(∫
C

|∇v(x,y)|2 dxdy
) 1

2

, (3.1)

where C depends only on N, r, and |Ω| the measure of Ω.

Lemma 3.2 (Priori estimate). Let Ω be a bounded smooth domain in RN(N > 3), γ ∈ (0, +∞), f ∈ Lq(Ω)(q >

N), δ > 0 is a constant, then any weak positive solution u = tr
∣∣∣
Ω
v of problem (1.1) belongs to L∞(Ω).

Proof. We follow ideas from Moser iteration.
Assume v ∈ H1

0,L(C) satisfying (1.3). For any real number L > 0 and given K > 0, we defined the
truncated function

vL(x) =

{
v(x), if v(x) 6 L,
L, if v(x) > L,

GL = v
2(T−1)
L (v− K)+ and WL = vT−1

L v where T > 1 to be determined later. Elementary computations
ensure that the functions GL and WL belong to H1

0,L(C) for any T > 1. Hence, we can choose GL as a
testing function and obtain ∫

C

∂v

∂n
GL dxdy =

∫
Ω×{0}

f(x)(v+ δ)−γGL dx. (3.2)

Taking D = {(x, y) ∈ C|v(x, y) > K}, we estimate the left-hand side of (3.2). We obtained that

LHS =

∫
C

∂v

∂n
GL dxdy

=

∫
C

∇v∇GL dxdy

=

∫
C

∇v∇
(
v

2(T−1)
L (v−K)+

)
dxdy

=

∫
D

∇v∇
(
v

2(T−1)
L (v−K)

)
dxdy

=(2T − 1)
∫
D

v
2(T−1)−1
L (v−K)∇v∇vL dxdy+

∫
D

v
2(T−1)
L |∇v|2 dxdy (3.3)

=(2T − 1)
∫
D∩{(x,y)∈C|v(x,y)6L}

v
2(T−1)−1
L (v−K)∇v∇vL dxdy
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+ (2T − 1)
∫
D∩{(x,y)∈C|v(x,y)>L}

v
2(T−1)−1
L (v−K)∇v∇vL dxdy+

∫
D

v
2(T−1)
L |∇v|2 dxdy

=(2T − 1)
∫
D∩{(x,y)∈C|v(x,y)6L}

v2(T−1)−1(v−K)|∇v|2 dxdy

+ (2T − 1)
∫
D∩{(x,y)∈C|v(x,y)>L}

0 dxdy+
∫
D

v
2(T−1)
L |∇v|2 dxdy >

∫
D

v
2(T−1)
L |∇v|2 dx.

On the other hand

RHS =

∫
Ω×{0}

f(x)(v+ δ)−γGL dx

=

∫
Ω×{0}

f(x)v
2(T−1)
L (v−K)+(v+ δ)−γ dx

6
∫
{x∈Ω|v(x,0)>K}

f(x)v
2(T−1)
L v2v−1−γ dx (3.4)

6K−1−γ
∫
{x∈Ω|v(x,0)>K}

f(x)W2
L dx

=K−1−γ‖f‖Lq |Ω|
1
θ

(∫
{x∈Ω|v(x,0)>K}

Wα]

L dx

) 2
α]

,

where in the last step we have used the following result. There exist real parameters α] ∈
(
2, 2] = 2N

N−1

)
and θ ∈ (0, 1) such that

1
q
+

2
α]

+
1
θ
= 1.

Indeed, since q > N, from simple computations, we have

2
1 − 1

q

< 2].

Hence, we can easily choose a α] ∈
(

2
1− 1

q

, 2]
)

satisfying 1
q + 2

α] < 1. Consequently, we have a θ > 1 such

that 1
q + 2

α] +
1
θ = 1.

Moreover, recalling the definition of WL and using the basic formula, we obtain∫
D

|∇WL|2 dxdy =

∫
D

|∇(vT−1
L v)|2 dxdy

=

∫
D

|(T − 1)vT−2
L v∇vL + vT−1

L ∇v|2 dxdy (3.5)

6
∫
D

|(T − 1)vT−1
L ∇v+ vT−1

L ∇v|2 dxdy = T 2
∫
D

v
2(T−1)
L |∇v|2 dxdy.

We deduce from (3.2), (3.3), (3.4), and (3.5) that∫
D

|∇WL|2 dxdy 6 T 2K−1−γ‖f‖q|Ω|
1
θ

(∫
{x∈Ω|v(x,0)>K}

Wα]

L dx

) 2
α]

.

Using the Sobolev embedding (3.1), we have(∫
Ω

W2]
L dx

) 2
2]

6 C
∫
C

|∇WL|2 dxdy = C

∫
D

|∇WL|2 dxdy
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6 CT 2K−1−γ‖f‖q|Ω|
1
θ

(∫
{x∈Ω|v(x,0)>K}

Wα]

L dx

) 2
α]

,

that is (∫
H

u
2
]
(T−1)

L u2] dx

) 2
2]

6 C1T
2
(∫

H

u
α](T−1)
L uα

]
dx

) 2
α]

,

where H = {x ∈ Ω|u(x) = v(x, 0) > K}, C1 = CT 2K−1−γ‖f‖q|Ω|
1
θ .

From Fatou’s Lemma, taking the limit as L→ +∞, one has(∫
H

u2]T dx

) 2
2]

6 C1T
2
(∫

H

uα
]T dx

) 2
α]

,

it follows that

‖v‖
L2]T (H)

6 C
1

2T
1 T

1
T

∥∥v∥∥
Lα

]T (H)
, (3.6)

which implies that u ∈ L2]T (H). Letting T = 2]
α] > 1, we have 2]T = α]T 2 and consequently uT

2 ∈ Lα]
(H).

Choosing T 2 instead of T into (3.6), we infer that

‖u‖
L2]T2

(H)
6 C

1
2T2
1 (T 2)

1
T2
∥∥u∥∥

Lα
]T2

(H)
= C

1
2T2
1 T

2
T2
∥∥u∥∥

L2]T (H)
6 C

1
2T2
1 T

2
T2C

1
2T
1 T

1
T

∥∥u∥∥
Lα

]T (H)

= C
1

2T2 +
1

2T
1 T

1
T+

2
T2
∥∥u∥∥

Lα
]T (H)

.

By iterating this process, for any m ∈ N, we get

∥∥u∥∥
L2]Tm(H)

6 C

1
2

m∑
i=1
T−i

1 T

m∑
i=1

i

Ti
∥∥u∥∥

Lα
]Tm(H)

.

Since T > 1 the series
∞∑
i=1
T−i and

∞∑
i=1

i
T i

are convergent, passing to the limit as m → +∞, we infer that

u ∈ L∞(H). Using the definition of set H, the desired estimate then follows. This completes the proof of
Lemma 3.2.

Proof of Theorem 2.1.
Existence. Since 0 < γ < 1, the functional

I(v) =
1
2

∫
C

∣∣∇v(x,y)
∣∣2 dxdy− 1

1 − γ

∫
Ω

f(x)
∣∣v(x, 0)

∣∣1−γ dx for all v ∈ H1
0,L(C)

is well defined. The difficult in this problem is that the singular term leads to the the functional I(v) is not
Fréchet differentiable in H1

0,L(C). Therefore, it cannot considered by using critical points theory directly.
Inspired by [16, 18], we carry out a direct analysis in an H1

0,L-neighborhood and get a unique minimizer
which is a weak positive solution of problem (1.2). Moreover, since I(|v|) = I(v), we may assume that
v > 0 in C.

By using the Hölder inequality and Lemma 3.1 we infer that there exists constant C > 0 such that∫
Ω

f(x)
∣∣v(x, 0)

∣∣1−γdx 6 ∥∥f∥∥
Lq(Ω)

∣∣Ω∣∣ 1
θ
∥∥v(x, 0)

∥∥1−γ
Lα

]
(Ω)

6 C
∥∥f∥∥

Lq(Ω)

∣∣Ω∣∣ 1
θ
∥∥v∥∥1−γ. (3.7)

Hence, we have

I(v) >
1
2

∥∥v∥∥2
−C1

∥∥v∥∥1−γ for all v ∈ H1
0,L(C).
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Noting that
t2 = o(t1−γ) (t→ 0),

there exist ρ > 0, ω > 0 such that

I(v) >
1
2

∥∥v∥∥2
−C1

∥∥v∥∥1−γ
> ω for all v ∈ Bρ,

where Bρ = {v ∈ H1
0,L(C)

∣∣‖v‖ 6 ρ}. Moreover, since 0 < 1 − γ < 1, we deduce that for all v > 0, I(tv) < 0
provided t > 0 is sufficiently small. This implies

m = inf
v∈Bρ

I(v) < 0.

By the Theorem 1.2 in [12], we claim that there exist a v ∈ Bρ such that I(v) = m. For the convenience of
the reader, we sketch the main steps here.

Let {vn} ⊆ Bρ be a minimizing sequence such that I(vn) → m as n → ∞. Using H1
0,L(C) is a Hilbert

space, we obtained a subsequence of {vn} (still denoted by {vn}) such that vn ⇀ v weakly in H1
0,L(C) and

strongly in Lr(Ω)(1 6 r < 2N
N−1), and pointwise a.e. in Ω. Using Hölder’s inequality and (3.7), we derive

that ∫
Ω

f(x)
∣∣vn(x, 0)

∣∣1−γdx = ∫
Ω

f(x)
∣∣v(x, 0)

∣∣1−γdx+ o(1).
Combining above arguments, we can get

m = I(vn) + o(1) = I(v) + o(1) > m+ o(1)(n→∞),

that is 0 > I(v) −m+ o(1) > o(1). Passing to the limit as n→∞, we obtain

I(v) = m.

Now, one can prove that v is a weak solution of (1.3). For φ ∈ H1
0,L(C), φ > 0 and ε > 0, we infer

lim inf
ε→0+

I(v+ εφ) − I(v)

ε
> 0,

i.e.,

lim inf
ε→0+

1
ε

{1
2

(∥∥v+ εφ∥∥2
−
∥∥v∥∥2

)
−

1
1 − γ

∫
Ω

f(x)
(∣∣v(x, 0) + εφ(x, 0)

∣∣1−γ − ∣∣v(x, 0)
∣∣1−γ) dx} > 0.

From simple arguments and Fatou’s Lemma, we get

lim inf
ε→0+

1
1 − γ

∫
Ω

f(x)

∣∣v(x, 0) + εφ(x, 0)
∣∣1−γ − ∣∣v(x, 0)

∣∣1−γ
ε

dx >
∫
Ω

f(x)v(x, 0)−γφ(x, 0) dx.

Moreover, noting that the functional ‖v‖ is continuously differentiable in H1
0,L(C), we obtained

lim inf
ε→0+

1
2

∥∥v+ εφ∥∥2
−
∥∥v∥∥2

ε
= lim
ε→0+

1
2

∥∥v+ εφ∥∥2
−
∥∥v∥∥2

ε
=

∫
C

∂v

∂n
φ dxdy.

Putting together these relations we find∫
C

∂v

∂n
φ dxdy−

∫
Ω×{0}

f(x)v−γφ dx > 0, ∀ φ ∈ H1
0,L(C), φ > 0. (3.8)
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For any φ ∈ H1
0,L(C) and ε > 0, taking Φ = (v+ εφ)+ in (3.8), dividing it by ε and passing to the limit

as t→ 0, following the same arguments as in proving (3.8) we obtain∫
C

∂v

∂n
φ dxdy−

∫
Ω×{0}

f(x)v−γφ dx > 0, ∀ φ ∈ H1
0,L(C). (3.9)

Noting that φ is arbitrary, replacing φ by −φ in (3.9), one gets the conclusion∫
C

∂v

∂n
φ dxdy−

∫
Ω×{0}

f(x)v−γφ dx = 0, ∀ φ ∈ H1
0,L(C). (3.10)

Uniqueness. Suppose by contradiction thatw ∈ H1
0,L(C) is also another weak positive solution of equation

(1.2). Since (v−γ −w−γ)(v−w) 6 0, taking φ = v−w in (3.10) one has∫
C

∂(v−w)

∂n
(v−w) dxdy =

∫
Ω×{0}

f(x)(v−γ −w−γ)(v−w) dx 6 0.

We thus have ∫
Ω

|∇(v−w)|2 dx 6 0 in C.

Therefore v−w = 0 a.e. in C, which yields a contraction. So the uniqueness is obtained.
Moreover, with the help of Lemma 3.2, choosing δ = 0 we infer that v ∈ L∞(C). Thus u = tr

∣∣
Ω
v ∈

L∞(Ω).
This completes the proof of Theorem 2.1.

Next, we will prove the Theorem 2.2.
Since γ > 1, ∫

Ω×{0}
f(x)|v(x, 0)|1−γ dx

is not well defined for all v ∈ H1
0,L(C). In order to study the solvability of problem (1.1), we will analyze

the associated approximating problems. Therefore, we introduce a truncated function. For each A > 0,
put

gA(t) =

{
t−γ, t ∈ [A− 1

γ , +∞),

A, t ∈ [0, A− 1
γ ).

Our first step is to find the weak positive solution of the following problem{
(−∆)

1
2u = f(x)gA(u), in Ω,

u = 0, on ∂Ω.
(3.11)

The proof of Theorem 3.2 will be given in the following. Next Lemma 3.3 is from the Proposition 3.1
and Lemma 4.1 in [3]. It will be used in the construction of the existence of weak solution to corresponding
approximate problems (3.11).

Lemma 3.3 ([3, 19]). Assume that f ∈ Cα(Ω)(0 < α < 1) is a nonnegative function and f 6≡ 0. Then problem{
(−∆)

1
2h = f(x), in Ω,

h = 0, on ∂Ω
(3.12)

has a weak positive solution h = tr|v ∈ C1,α(Ω) ∩C2,α(Ω), v ∈ H1
0,L(C), v ∈ C1,α(C) and ∂h

∂n < 0 on ∂Ω where
n is the unit outward normal on ∂Ω.
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Lemma 3.4. ϕ =
∥∥h∥∥− γ

1+γ
L∞ h and ψ = [(1 + γ)h]

1
1+γ are weak subsolution and weak supersolution of (3.11),

respectively and ϕ 6 ψ in Ω when the parameter A >
∥∥h∥∥− γ

1+γ
L∞ .

Proof. Proving the conclusion of ϕ is equivalently to prove (−∆)
1
2ϕ 6 f(x)gA(ϕ) in Ω. Easy computations

show that
(−∆)

1
2ϕ = ‖h‖

− γ
1+γ

L∞ (−∆)
1
2h = ‖h‖

− γ
1+γ

L∞ f(x).

So we only need to prove ‖h‖
− γ

1+γ
L∞ 6 gA(ϕ).

Case 1. For x ∈ Ω1 =
{
x ∈ Ω

∣∣ϕ(x) > A− 1
γ
}

, through the directly compute one has

gA(ϕ) = ϕ
−γ = ‖h‖

γ2
1+γ
L∞ h−γ > ‖h‖

γ2
1+γ
L∞ ‖h‖−γL∞ = ‖h‖

− γ
1+γ

L∞ , in Ω1.

Case 2. For x ∈ Ω2 =
{
x ∈ Ω

∣∣ϕ(x) < A− 1
γ
}

, by the assumption of Lemma 3.3, we infer that

gA(ϕ) = A > ‖h‖
− γ

1+γ
L∞ , in Ω2.

Combining Cases 1 and 2, we have

(−∆)
1
2ϕ 6 f(x)gA(ϕ), in Ω.

Thus ϕ is a weak subsolution of equation (3.11).
For ψ, direct computations show that

(−∆)
1
2ψ = (1 + γ)

1
1+γ (−∆)

1
2h

1
1+γ .

On the other hand, since h is a weak positive solution of (3.12), which means h
1

1+γ satisfies in a weak
sense that

(−∆)
1
2h

1
1+γ =

1
1 + γ

h
−γ
1+γ f(x).

Then we obtained
(−∆)

1
2ψ = (1 + γ)

−γ
1+γh

−γ
1+γ f(x) = [(1 + γ)h]

−γ
1+γ f(x).

Therefore it is enough to prove [(1 + γ)h]
−γ

1+γ > gA(ϕ) in Ω. Following the same arguments as in proving
the subsolution ϕ, two cases arise.

Case 1. For x ∈ Ω3 =
{
x ∈ Ω

∣∣ψ > A− 1
γ
}

, we deduce that

gA(ψ) = ψ
−γ = [(1 + γ)h]

−γ
1+γ , in Ω3.

Case 2. For x ∈ Ω4 =
{
x ∈ Ω

∣∣ψ < A− 1
γ
}

, it implies A < ψ−γ = [(1 + γ)h]
−γ
1+γ . Consequently

gA(ψ) = A < [(1 + γ)h]
−γ
1+γ , in Ω4.

Clearly, Cases 1 and 2 yield that ψ is a weak supersolution of equation (3.11).
Now we are concentrating on proving the inequality ϕ 6 ψ in Ω. However, it is trivially. In fact,

ϕ = ‖h‖
− γ

1+γ
L∞ h 6 h−

γ
1+γh = h

1
1+γ 6 [(1 + γ)h]

−γ
1+γ = ψ.

This completes the proof of Lemma 3.4.

Furthermore, since gA(t) is nonincreasing in t, using the sub-and supersolutions method, we deduce
the following Lemma.
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Lemma 3.5. The problem (3.11) has a unique weak positive solution uA ∈ C1,α(Ω) ∩ C2,α(Ω) for any fixed

A > ‖h‖
− γ

1+γ
L∞ .

Therefore, in what follows, we will concentrate to prove existence of weak solution to problem (1.1).

Proof of Theorem 2.2. Recalling the definition of gA(t), we clearly see that for fixed t one has gA(t) 6 gA ′(t)
whileA 6 A ′, i.e., gA is no decreasing with respect to subscriptA. Thus, lettingA = n,n+1, . . . in Lemma
3.4, by the Maximum principles we obtain

ϕ 6 un 6 un+1 6 · · · 6 ψ, in Ω, (3.13)

where un ∈ C1,α(Ω)∩C2,α(Ω) is the unique weak positive solution of{
(−∆)

1
2u = f(x)gn(u), in Ω,

u = 0, on ∂Ω.
(3.14)

Consequently, using (3.13) again, one has a u ∈ C0(Ω) satisfying un → u in C0(Ω) topology and ϕ 6
un 6 u 6 ψ in Ω. Next, we will be devoted to prove the u is a unique weak solution of problem (1.1).

Recalling h ∈ C1,α(Ω) ∩C2,α(Ω), h > 0 in Ω, ∂h∂n |∂Ω < 0 together with condition η ∈ C1
0(Ω), η > 0 in

Ω, we infer that

m = inf
Ω

h

η
> 0.

This implies

f(x)h−γ 6 m−γf(x)η−γ ∈ L2(Ω) and f(x)ϕ−γ = ‖h‖
γ2

1+γ
L∞ f(x)h−γ ∈ L2(Ω). (3.15)

On the other hand, it follows from Definition 1.2 that there exist a sequence {vn} ⊆ H1
0,L(C) which is the

weak positive solution of the following problem
−∆v = 0, in C,
v = 0, on ∂LC,
v > 0, in C,
∂v
∂n = f(x)gn(v), on Ω× {0}

(3.16)

such that un = tr
∣∣∣
Ω
vn solves problem (3.14) in a weak sense. Consequently, we obtained∫

C

∂vn

∂n
φ dxdy =

∫
Ω×{0}

f(x)gn(vn)φ dx, ∀ φ ∈ H1
0,L(C). (3.17)

In particular, using (3.17) with φ = vn, we infer that∫
C

∂vn

∂n
vn dxdy =

∫
Ω×{0}

f(x)gn(vn(x, 0))vn(x, 0) dx. (3.18)

Combining ϕ 6 un and gn(·) is non-increasing in (0, +∞) we infer that the integral in the right hand
side of (3.17) can be estimated, by Fatou’s Lemma, in the following way∫

Ω×{0}
f(x)gn(vn)φ dx =

∫
Ω

f(x)gn(vn(x, 0))φ(x, 0) dx

6
∫
Ω

f(x)gn(ϕ)φ(x, 0) dx
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6
∫
Ω

f(x) lim
n→∞gn(ϕ)φ(x, 0) dx

=

∫
Ω

f(x)ϕ−γφ(x, 0) dx <∞, ∀φ ∈ H1
0,L(C).

Using the Lebesgue dominated convergence theorem, we obtained from the left hand side of (3.17) that

lim
n→∞

∫
C

∂vn

∂n
φ(x, 0) dxdy = lim

n→∞
∫
Ω×{0}

f(x)gn(vn(x, 0))φ(x, 0) dx

=

∫
Ω

f(x)u−γφ(x, 0) dx <∞, ∀φ ∈ H1
0,L(C).

(3.19)

Putting together these relations (3.15)-(3.19) we deduce that∥∥vn∥∥2
=

∫
C

∇vn · ∇vn dxdy

=

∫
C

∂vn

∂n
vn dxdy

=

∫
Ω

f(x)gn(vn(x, 0))vn(x, 0) dx

=

∫
Ω

f(x)gn(un)un dx

6
∫
Ω

f(x)gn(ϕ)ψ dx

6
∫
Ω

f(x)ϕ−γψ dx

=

∫
Ω

‖h‖
γ2

1+γ
L∞ f(x)h−γψ dx

6
∫
Ω

‖h‖
γ2

1+γ
L∞ ψm−γf(x)η−γ dx

6m−γ‖h‖
γ2

1+γ
L∞ ‖ψ‖L∞‖fη−γ‖L1(Ω) (since fη−γ ∈ L2(Ω)).

Thus the sequence {vn} ⊆ H1
0,L(C) is bounded, and hence, up to subsequences (which is still denoted by

{un}), converges to v weakly in H1
0,L(C) and tr

∣∣
Ω
v = u. So one has∫

C

∇vn · ∇φ dxdy −→
∫
C

∇v · ∇φ dxdy, ∀φ ∈ H1
0,L(C). (3.20)

Combining (3.17), (3.19), and (3.20), we derive that∫
C

∂v

∂n
φ dxdy =

∫
C

∇v · ∇φ dxdy =

∫
Ω

f(x)u−γφ dx, ∀φ ∈ H1
0,L(C),

i.e., v ∈ H1
0,L(C) ∩ L∞(C) is a weak positive solution of problem (1.2) and u = tr

∣∣
Ω
v ∈ L∞(Ω) is a a weak

positive solution of problem (1.1).
As the similar arguments in proving of uniqueness in Theorem 2.1, we obtain u is the unique weak

positive solution of (1.1). This completes the proof of Theorem 2.2.
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