On the mechanism of integration of informatization and industrialization based on dynamics of stochastic model
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Abstract

In recent years, with the new generation of information and communication technology in the industrial field more widely used, the integration of informatization and industrialization aroused people’s research and attention again. The connotation and mechanism of integration of informatization and industrialization is one of the focuses of people’s research. In this paper, a stochastic model that describes the interaction between information and industrial technology is proposed and analyzed. Sharp sufficient conditions for increase and stagnate of the diffusion rates for both information and industrial technology are established. The results reveal that the stochastic perturbations can affect the dynamics of model significantly. ©2017 All rights reserved.
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1. Introduction

To address problems arising the process of industrialization such as large resource consumption, heavy pollution, low technological, content and insufficient economic benefits, the Chinese government has proposed the strategy of “reciprocal promotion between industrialization and informatization” since the late 1990s. Subsequently, “striving for the integration of informatization and industrialization” and “further facilitating the deep integration of informatization and industrialization” were presented at the 17th and 18th Congresses of the CPC. To now, China has scored remarkable accomplishments regarding the integration of informatization and industrialization as practices and explorations proceed, paving China’s path to speedy industrial modernization.

In recent years, informatization has recorded profound influence on socioeconomic development amid rapid progress and wide application of new communication technologies such as cloud computing, big data, Internet of things and mobile Internet. Developed countries including America, Germany, and Japan have implemented a “re-industrialization” strategy centering on integrated application of new communication technologies to industrial field, in a bid to cultivate new advantages in national competition.
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and capture the commanding height of industrial development. China has put strategies of “Made in China 2025” and “Internet+” into practice in 2015, arousing again public concerns over the integration of informatization and industrialization.

Recent research of informatization and industrialization [1, 3, 4, 6, 8, 9, 17, 20, 22, 25, 27, 28] primarily focuses on: the connotation and mechanism of integration of informatization and industrialization, the relationship between informatization and industrialization, particularly the role of informatization in industrialization, the coupling coordination between informatization and industrialization, the measurement of integration of informatization and industrialization, and the path to integration of informatization and industrialization, as well as suggestions on policies. Previous studies have scored remarkable achievements, providing a valuable reference for further research. Yet definitely their studies are not perfect in default of consensus on and mathematical supports for the connotation and mechanism of integration of informatization and industrialization.

Further study on the connotation and mechanism of integration of informatization and industrialization is in demand, for they represent the logical starting and theoretical basis for relevant research, policies making and implementing. Below are representative views concerning the content of integration of informatization and industrialization. Wu [24] deems that reciprocal promotion between informatization and industrialization constitutes the essence of the integration. According to Jin [10], integration of informatization and industrialization is all-round, multi-level, trans-regional and integrated. Informatization is incorporated into several processes such as procurement, design, production, sales, and customer service in four respects, i.e., technology integration, product integration, business integration and industry derivation. In Miao’s opinion [19], integration of informatization and industrialization broadly signifies the integration of two historical processes. And in a narrow sense, it is the process of industrial restructuring and upgrading resulting from tweaks in production efficiency and mode when information technology is widely applied to industry. As noted by Wang [21], integration of informatization and industrialization is indeed a form of information technology leapfrogging, that is, tipping from inefficient types of technology directly to higher-efficiency ones, with certain intermediate stages bypassed. Xie et al. [26] identified integration of informatization and industrialization as a superposition and evolution process in which informatization and industrialization exert influence on each other, thus in essence, it is a convergence phenomenon. Integration of informatization and industrialization stresses informatization of industrial production, claims Wang and Du [23], underscoring integration of information technology into product design, manufacturing, marketing and other chains. Though opinions are divided in the content of integration of informatization and industrialization, a consensus is underway, that is, integration of informatization and industrialization highlights reciprocal promotion between informatization and industrialization, thereby achieving common progress.

To clarify the mechanism of integration of informatization and industrialization, this paper regards the integration as a number of successive technological life cycles in virtue of theories of technological leapfrogging and technological life cycle. Integration of informatization and industrialization signifies the process of technological leapfrogging in one technological life cycle. On the one hand, the information technology of this life cycle is widely used in industrial productive process, integrated with original industrial technology, business process and production mode, which formed a more innovative and diffusivity productivity, and it makes the business process optimize, production mode change and productive efficiency enhance. When this productive paradigm permeates the entire industrial sector, it can promote the industrial technological progress, structural adjustment and transformation upgrading. On the other hand, factors such as industrial technological progress and market competition also put forward higher request to information technology which promotes the further development of information technology. Furthermore, when the higher level of information technology is applied to social life and other national economic field, it promotes the information level of the whole society at the same time.

In the above part, we present a theoretical description of the connotation and mechanism of integration of informatization and industrialization. Vivid as it is, it lacks mathematical supports for further full-fledged and convincing demonstration. Wang [21] provides a favorable model for reference in this respect.
Yet he adopted dynamics of conventional model, which neglected the effects of external stochastic factors such as market and policy on the integration of informatization and industrialization. It is unreasonable, in reality, to neglect the effects of external factors as the integration will definitely subject to government guidance, market competition, financial policy, and other external factors. By establishing dynamics of stochastic model taking external factors into account, succeeding parts of this paper will specify the influence of noise disturbance on integration of informatization and industrialization.

2. Mathematical model

One of the famous frameworks for modeling the interactions between the information technology and industrial technology is the following model ([21]):

\[
\begin{align*}
\frac{df_1(t)}{dt} &= f_1(t) \left[ \alpha_1 - f_1(t) + \beta_1 f_2(t) \right], \\
\frac{df_2(t)}{dt} &= f_2(t) \left[ \alpha_2 - f_2(t) + \beta_2 f_1(t) \right],
\end{align*}
\]

(2.1)

where \(f_1(t)\) stands for the diffusion rate of information technology \(T_1\), and \(f_2(t)\) is the diffusion rate of industrial technologies \(T_2\) after the introduction of information technology. \(\alpha_1\) and \(\alpha_2\) are the growth rates of the information technology and the industrial technologies, respectively. \(\alpha_1\) and \(\alpha_2\) measure the strengths of investments on \(T_1\) and \(T_2\), respectively. \(\beta_1\) and \(\beta_2\) are the influence rates of \(T_2\) to \(T_1\) and \(T_2\), respectively, \(0 \leq \beta_1, \beta_2 \leq 1\) (because the influence rates between \(T_1\) and \(T_2\) are smaller than the self-influence rates of \(T_1\) and \(T_2\)).

Now let us take the environmental perturbations into account. As said above, the growth of the information technology and the industrial technologies in the real world are often affected by stochastic perturbations, for example, the fluctuation of the economic development. Recall that \(\alpha_1\) and \(\alpha_2\) are the growth rates of \(T_1\) and \(T_2\), respectively. In practice one always estimates \(\alpha_i\) by an average value plus an error term. Generally, according to the central limit theorem, the error term follows a normal distribution. Consequently, for a short correlation time, \(\alpha_i\) can be replaced by

\[\alpha_i + \gamma_i B_i(t).\]

Here we still use \(\alpha_i\) to represent the average growth rate; \(\gamma_i^2\) is the intensity of the random perturbation; and \((B_1(t))_{t \geq 0}\) and \((B_2(t))_{t \geq 0}\) are two standard Brownian motions defined on a complete probability space \((\Omega, (\mathcal{F}_t)_{t \geq 0}, P)\) ([12, 14]). Thus system (2.1) becomes

\[
\begin{align*}
\frac{df_1(t)}{dt} &= f_1(t) \left[ \alpha_1 - f_1(t) + \beta_1 f_2(t) \right] dt + \gamma_1 f_1(t) dB_1(t), \\
\frac{df_2(t)}{dt} &= f_2(t) \left[ \alpha_2 - f_2(t) + \beta_2 f_1(t) \right] dt + \gamma_2 f_2(t) dB_2(t).
\end{align*}
\]

(2.2)

3. Increase and stagnation

To begin with, let us define some notations and prepare some lemmas:

\[\mathbb{R}_+^2 = \{ \alpha = (\alpha_1, \alpha_2) \in \mathbb{R}^2 | \alpha_i > 0, i = 1, 2, \ \theta_i = 0.5 \gamma_i^2, i = 1, 2, \]
\[b_1 = \alpha_1 - \gamma_1^2/2, \ \Delta = 1 - \beta_1 \beta_2, \ \Delta_1 = b_1 + b_2 \beta_1, \ \Delta_2 = b_2 + b_1 \beta_2, \]
\[\Gamma = \theta_1 \alpha_2 - \theta_2 \alpha_1, \ C_1 = \alpha_1 + \beta_1 \alpha_2, \ C_2 = \alpha_2 + \beta_2 \alpha_1, \]
\[D_1 = \theta_1 + \beta_1 \theta_2, \ D_2 = \theta_2 + \beta_2 \theta_1, \ \xi_1 = \alpha_1/\theta_1, \ \xi_2 = C_2/D_2, \]
\[\overline{g(t)} = t^{-1} \int_0^t g(s) ds, \ g^* = \limsup_{t \to +\infty} g(t), \ g_* = \liminf_{t \to +\infty} g(t).\]
Clearly, \(b_i = \alpha_i - \theta_i, A_i = C_i - D_i, i = 1, 2\). Throughout this paper, without loss of generality, we always suppose that \(\alpha_i/\theta_1 > \alpha_2/\theta_2\). Hence \(\xi_1 \geq \xi_2\).

Note that \(f_1(t)\) and \(f_2(t)\) are the diffusion rates, then we must have \(f_1(t) > 0\) and \(f_2(t) > 0\) to be realistic.

**Lemma 3.1.** For any given initial condition \(f(0) \in \mathbb{R}^2_+\), system (2.2) has a unique global positive solution \(f(t) = (f_1(t), f_2(t))^T\) almost surely (a.s.). Moreover, for any \(p > 1\), there is a positive constant \(K = K(p)\) such that

\[
\lim_{t \to +\infty} \mathbb{E}(f_i^p(t)) \leq K. \tag{3.1}
\]

**Proof.** Note that \(\Delta = 1 - \beta_1 \beta_2 > 0\), hence there are two constants \(c_1 > 0\) and \(c_2 > 0\) such that

\[-2\alpha := \lambda_{\text{max}}(C\beta + \beta^T C) < 0,
\]

where

\[
\beta = \begin{pmatrix} -1 & \beta_1 \\ \beta_2 & -1 \end{pmatrix}, \quad C = \begin{pmatrix} c_1 & 0 \\ 0 & c_2 \end{pmatrix},
\]

and \(\lambda_{\text{max}}(C\beta + \beta^T C)\) is the largest eigenvalue of \(C\beta + \beta^T C\). As a matter of fact, there are \(c_1 > 0\) and \(c_2 > 0\) such that \(\beta_1 c_1 = \beta_2 c_2\), then

\[|C\beta + \beta^T C| = 4c_1 c_2 \Delta > 0.\]

Hence,

\[\lambda_{\text{max}}(C\beta + \beta^T C) < 0.\]

Define

\[V(f) = c_1 f_1 + c_2 f_2, \; f \in \mathbb{R}^2_+ .\]

It then follows from Itô’s formula ([18]) that

\[
dV(f) = c_1 f_1 \left[\alpha_1 - f_1 - \beta_1 f_2\right] dt + c_2 f_2 \left[\alpha_2 - f_2 - \beta_2 f_1\right] dt + c_1 \gamma_1 f_1 dB_1(t) + c_2 \gamma_2 f_2 dB_2(t)
\]

\[
= \left[c_1 \alpha_1 f_1 \alpha_1 + c_2 \alpha_2 f_2 + f_1^T C \beta f\right] dt + c_1 \gamma_1 f_1 dB_1(t) + c_2 \gamma_2 f_2 dB_2(t)
\]

\[
= \left[c_1 \alpha_1 f_1 \alpha_1 + c_2 \alpha_2 f_2 + \frac{1}{2} f_1^T (C\beta + \beta^T C) f\right] dt + c_1 \gamma_1 f_1 dB_1(t) + c_2 \gamma_2 f_2 dB_2(t)
\]

\[
\leq \left[c_1 \alpha_1 f_1 \alpha_1 + c_2 \alpha_2 f_2 - a(f_1^2 + f_2^2)\right] dt + c_1 \gamma_1 f_1 dB_1(t) + c_2 \gamma_2 f_2 dB_2(t)
\]

\[
\leq k_1 dt + c_1 \gamma_1 f_1 dB_1(t) + c_2 \gamma_2 f_2 dB_2(t).
\]

The following proof is similar to those in [15], and we omit them. \(\square\)

**Lemma 3.2.** For model (2.2), we have

\[
\lim_{t \to +\infty} \sup_t \frac{\ln f_i(t)}{\ln t} \leq 1, \; \text{a.s.}, \; i = 1, 2. \tag{3.2}
\]

**Proof.** An application of Itô’s formula to \(e^t V(f) = e^t (c_1 f_1 + c_2 f_2)\) leads to

\[
d[e^t V(f(t))] = e^t V(f(t)) dt + e^t dV(f(t))
\]

\[
\leq e^t \left[c_1 f_1(t) + c_2 f_2(t) + \alpha_1 c_1 f_1(t) + \alpha_2 c_2 f_2(t) - a(f_1^2(t) + f_2^2(t))\right] dt
\]

\[
+ e^t \left[c_1 \gamma_1 f_1(t) dB(t) + c_2 \gamma_2 f_2(t) dB(t)\right]
\]

\[
\leq k_1 e^t dt + e^t \left[c_1 \gamma_1 f_1(t) dB(t) + c_2 \gamma_2 f_2(t) dB(t)\right].
\]
Therefore,

$$\limsup_{t \to +\infty} \mathbb{E}(f(t)) \leq k_1.$$  \hfill (3.3)

Note that $|f| \leq f_1 + f_2 \leq V(f)/\min\{c_1, c_2\}$, hence

$$\limsup_{t \to +\infty} \mathbb{E}|f(t)| \leq k_1/\min\{c_1, c_2\} =: k_2.$$  \hfill (3.4)

Moreover, according to Itô’s formula,

$$\mathbb{E}(f(t + 1)) \leq \mathbb{E}(f(t)) + \mathbb{E} \int_t^{t+1} \left[ \alpha_1 c_1 f_1(s) + \alpha_2 c_2 f_2(s) - a(f_1^2(s) + f_2^2(s)) \right] ds$$

$$\leq \mathbb{E}(f(t)) + q\mathbb{E} \int_t^{t+1} |f(s)| ds - \mathbb{E} \int_t^{t+1} |f(s)|^2 ds,$$

where $q = \sqrt{2} \max\{\alpha_1 c_1, \alpha_2 c_2\}$. It then follows from $\mathbb{E}(f(t + 1)) \geq 0$ that

$$\limsup_{t \to +\infty} \mathbb{E} \int_t^{t+1} |f(s)|^2 ds \leq (k_1 + qk_2)/a =: k_3.$$  \hfill (3.5)

An application of Itô’s formula again yields

$$\mathbb{E} \left( \sup_{t \leq u \leq t+1} V(f(u)) \right) \leq \mathbb{E}(f(t)) + q\mathbb{E} \int_t^{t+1} |f(s)| ds + c_1 \gamma_1 \mathbb{E} \left( \sup_{t \leq u \leq t+1} \left| \int_t^u f_1(s) dB_1(s) \right| \right)$$

$$+ c_2 \gamma_2 \mathbb{E} \left( \sup_{t \leq u \leq t+1} \left| \int_t^u f_2(s) dB_2(s) \right| \right).$$  \hfill (3.6)

Let

$$M_1(t) = \int_t^u f_1(s) dB_1(s), \quad M_2(t) = \int_t^u f_2(s) dB_2(s).$$

According to the Burkholder-Davis-Gundy inequality and the Hölder inequality, one has

$$\mathbb{E} \left( \sup_{t \leq u \leq t+1} |M_1(u)| \right) \leq k_4 \mathbb{E} \left( \int_t^{t+1} f_1^2(s) ds \right)^{0.5} \leq k_4 \left( \mathbb{E} \int_t^{t+1} f_1^2(s) ds \right)^{0.5} \leq k_4 \left( \mathbb{E} \int_t^{t+1} |f(s)|^2 ds \right)^{0.5},$$

$$\mathbb{E} \left( \sup_{t \leq u \leq t+1} |M_2(u)| \right) \leq k_4 \left( \mathbb{E} \int_t^{t+1} f_2^2(s) ds \right)^{0.5} \leq k_4 \left( \mathbb{E} \int_t^{t+1} |f(s)|^2 ds \right)^{0.5},$$

where $k_4 > 0$ is a constant. When these two inequalities are used in (3.6) and note that (3.3), (3.4), and (3.5) hold, then we have

$$\limsup_{t \to +\infty} \mathbb{E} \left( \sup_{t \leq u \leq t+1} V(f(u)) \right) \leq k_1 + qk_2 + [c_1 \gamma_1 k_4 + c_2 \gamma_2 k_4] k_3^{0.5}.$$  \hfill (3.7)

Consequently,

$$\mathbb{E} \left( \sup_{n \leq u \leq n+1} |f(u)| \right) \leq k_5, \quad n = 1, 2, \ldots,$$

where $k_5 > 0$ is a constant. For arbitrary $\epsilon > 0$, by Chebyshev’s inequality, we obtain

$$P \left\{ \sup_{n \leq u \leq n+1} |f(u)| > k_4^{1+\epsilon} \right\} \leq \frac{k_5}{k_4^{1+\epsilon}}, \quad n = 1, 2, \ldots.$$

According to the Borel-Cantelli lemma, there exists an $n_0$ such that for almost all $\omega \in \Omega$, if $n \geq n_0$ and
n \leq t \leq n + 1,
\sup_{n \leq t \leq n+1} |f(t)| \leq n^{1+\epsilon}.

In other words,
\frac{\ln |f(t)|}{\ln n} \leq \frac{(1 + \epsilon) \ln n}{\ln n} = 1 + \epsilon.

Letting \epsilon \to 0, we obtain the required assertion.

Lemma 3.3 ([16]). Suppose that \( Z(t) \in \mathcal{C}(\Omega \times [0, +\infty), \mathbb{R}_+) \).

(I) If there exist two positive constants \( T \) and \( \delta_0 \) such that
\ln Z(t) \leq \delta t - \delta_0 \int_0^t Z(s)ds + \sum_{i=1}^2 \tau_i B_i(t), \ a.s.

for all \( t \geq T \), where \( \tau_i, \delta, \) and \( \delta_0 \) are constants, then
\begin{align*}
\limsup_{t \to +\infty} t^{-1} \int_0^t Z(s)ds &\leq \delta/\delta_0 \ a.s., \quad \text{if } \delta \geq 0, \\
\lim_{t \to +\infty} Z(t) &= 0 \ a.s., \quad \text{if } \delta < 0.
\end{align*}

(II) If there exist three positive constants \( T, \delta, \) and \( \delta_0 \) such that
\ln Z(t) \geq \delta t - \delta_0 \int_0^t Z(s)ds + \sum_{i=1}^2 \tau_i B_i(t), \ a.s.

for all \( t \geq T \), then \( \liminf_{t \to +\infty} t^{-1} \int_0^t Z(s)ds \geq \delta/\delta_0 \ a.s. \).

Lemma 3.4. For model (2.2),

(i) If \( 1 < \xi_2 \), then
\lim_{t \to +\infty} t^{-1} \int_0^t f_1(s)ds = \frac{\Delta_1}{\Delta}, \ \lim_{t \to +\infty} t^{-1} \int_0^t f_2(s)ds = \frac{\Delta_2}{\Delta}, \ a.s..

(ii) If \( \xi_2 < 1 < \xi_1 \), then \( \lim_{t \to +\infty} f_2(t) = 0 \ a.s. \) and
\lim_{t \to +\infty} t^{-1} \int_0^t f_1(s)ds = b_1, \ a.s..

(iii) If \( \xi_1 < 1 \), then \( \lim_{t \to +\infty} f_1(t) = 0 \ a.s. \), \( i = 1, 2 \).

Proof. An application of Itô’s formula leads to
\begin{align*}
\ln f_1(t) - \ln f_1(0) &= b_1 t - \int_0^t f_1(s)ds - \beta_1 \int_0^t f_2(s)ds + \gamma_1 B_1(t), \quad (3.7) \\
\ln f_2(t) - \ln f_2(0) &= b_2 t - \beta_2 \int_0^t f_1(s)ds - \int_0^t f_2(s)ds + \gamma_2 B_2(t). \quad (3.8)
\end{align*}

It is easy to see that
\( \xi_1 = \alpha_1/\theta_1 \geq \xi_2 = C_2/D_2. \)
Compute that (3.7)–(3.8)×β₁, one can obtain that
\[
t^{-1} \ln(f_1(t)/f_1(0)) - \beta_1 t^{-1} \ln(f_2(t)/f_2(0)) = C_1 - D_1 - \Delta \overline{f_1(t)} + t^{-1}[\gamma_1 B_1(t) - \beta_1 \gamma_2 B_2(t)].
\] (3.9)

In the same way, compute (3.8)–(3.7)×β₂, we get
\[
t^{-1} \ln(f_2(t)/f_2(0)) - t^{-1} \beta_2 \ln(f_1(t)/f_1(0)) = C_2 - D_2 - \Delta \overline{f_2(t)} + t^{-1}[\gamma_2 B_2(t) - \beta_2 \gamma_1 B_1(t)].
\] (3.10)

According to (3.7) and (3.8), for sufficiently large t,
\[
\frac{\ln(f_1(t)/f_1(0))}{t} \leq b_1 + \varepsilon - \overline{f_1(t)} - \beta_1 t^* + \gamma_1 B_1(t)/t,
\]
\[
\frac{\ln(f_2(t)/f_2(0))}{t} \leq b_2 + \varepsilon - \beta_2 t^* - \overline{f_2(t)} + \gamma_2 B_2(t)/t.
\]

Define
\[
\phi_1 = b_1 + \varepsilon - \beta_1 t^*, \quad \phi_2 = b_2 + \varepsilon - \beta_2 t^*.
\]

Consequently,
\[
\frac{\ln(f_1(t)/f_1(0))}{t} \leq \phi_1 - \overline{f_1(t)} + \gamma_1 B_1(t)/t,
\] (3.11)
\[
\frac{\ln(f_2(t)/f_2(0))}{t} \leq \phi_2 - \overline{f_2(t)} + \gamma_2 B_2(t)/t.
\] (3.12)

(i). According to (3.2), for arbitrarily \( \varepsilon > 0 \), there is a \( T > 0 \) such that for all \( t \geq T \)
\[
-\beta_1 t^{-1} \ln(f_2(t)/f_2(0)) \leq -\beta_1 t^{-1} \ln f_2^* + \varepsilon \leq \varepsilon.
\]

When this inequality is used in (3.9), one can see that
\[
t^{-1} \ln(f_1(t)/f_1(0)) \geq C_1 - D_1 - \varepsilon - \Delta \overline{f_1(t)} + t^{-1}[\gamma_1 B_1(t) - \beta_1 \gamma_2 B_2(t)].
\]

Note that \( C_1/D_1 \geq C_2/D_2 > 1 \), hence we can choose \( \varepsilon \) sufficiently small such that \( C_1 - D_1 - \varepsilon > 0 \). It then follows from (II) in Lemma 3.3 and the arbitrariness of \( \varepsilon \) that
\[
\overline{f_1}^* \geq \frac{C_1 - D_1}{\Delta} = \frac{\Delta_1}{\Delta}, \text{ a.s.}
\] (3.13)

Hence \( \phi_1 > 0 \). Similarly, an application of (3.10) gives
\[
\overline{f_2}^* \geq \frac{\Delta_2}{\Delta},
\]

Thereby \( \phi_2 > 0 \). According to (I) in Lemma 3.3, one can observe that
\[
\overline{f_1}^* \leq \phi_1, \quad \overline{f_2}^* \leq \phi_2.
\]

In other word,
\[
\overline{f_1}^* + \beta_1 \overline{f_2}^* \leq b_1 + \varepsilon, \quad \beta_2 \overline{f_1}^* + \overline{f_2}^* \leq b_2 + \varepsilon, \text{ a.s.}
\] (3.14)

Therefore
\[
\overline{f_1}^* \leq \Delta_1/\Delta, \quad \overline{f_2}^* \leq \Delta_2/\Delta, \text{ a.s.}
\]

Then we obtain the desired assertion.
(ii). Note that $C_1/D_1 > 1$, hence (3.13) holds. In other words,
\[ \bar{r}_1 > \Delta_1 / \Delta. \]
Then $\phi_1 > 0$, and hence (3.14) holds. If $\omega \in \{ f_2(\omega) > 0 \}$, in view of Lemma 3.3, we get
\[ f_2(\omega)^+ \leq \phi_2 = b_2 + \varepsilon - \beta_2 f_1(\omega)^+. \]
When this inequality is used in (3.14), we get
\[ \Delta f_2(\omega)^+ \leq b_2 - \beta_2 b_1 + \varepsilon - \beta_2 \varepsilon = C_2 - D_2 + \varepsilon - \beta_2 \varepsilon. \]
An application of the arbitrariness of $\varepsilon$ gives $C_2/D_2 \geq 1$. Then the contradiction arises. Thereby,
\[ \mathcal{P}(\omega : f_2^+ > 0) = 0, \]
that is to say,
\[ f_2^+ = 0, \text{ a.s..} \]
Substituting (3.14) into (3.12) results in
\[ \frac{\ln(f_2(t)/f_2(0))}{t} \leq b_2 + \varepsilon - \varepsilon(t) + \varepsilon - \beta_2 \varepsilon = C_2 - \beta_2 \varepsilon, \]
where $\varepsilon(t) = \beta_1 \beta_2 f_2^+ - f_2(t)$. Note that $1 > C_2/D_2$, hence $f_2^+ = 0$. Therefore $\varepsilon(t) \to 0$. By virtue of Lemma 3.3,
\[ \lim_{t \to +\infty} f_2(t) = 0, \text{ a.s..} \]
According to (3.7), for sufficiently large $t$, one can see that
\[ t^{-1} \ln \frac{f_1(t)}{f_1(0)} \leq b_1 + \varepsilon - f_1(t) + \gamma_1 B_1(t)/t, \quad (3.15) \]
\[ t^{-1} \ln \frac{f_1(t)}{f_1(0)} \geq b_1 - \varepsilon - f_1(t) + \gamma_1 B_1(t)/t, \quad (3.16) \]
where $\varepsilon \in (0, b_1)$. Applying (I) and (II) in Lemma 3.3 to (3.15) and (3.16), respectively, one can see that
\[ b_1 - \varepsilon \leq \bar{r}_1 \leq \bar{r}_1' \leq b_1 + \varepsilon, \text{ a.s..} \]
It then follows from the arbitrariness of $\varepsilon$ that
\[ \lim_{t \to +\infty} f_1(t) = b_1, \text{ a.s..} \]
(iii). If $\bar{r}_1^+ > 0$, then $\phi_1 > 0$. Similar to the proof of (ii), one can see that $\lim_{t \to +\infty} f_2(t) = 0$, a.s..
If $\bar{r}_1^+ = 0$, by (3.12), for sufficiently large $t$,
\[ \frac{\ln(f_2(t)/f_2(0))}{t} \leq b_2 + \varepsilon - f_2(t) + \gamma_2 B_2(t)/t. \]
Note that $1 > C_2/D_2 > \alpha_2/\beta_2$, and in view of Lemma 3.3, we have $\lim_{t \to +\infty} f_2(t) = 0$, a.s..
In the above, we have proved that $\lim_{t \to +\infty} f_2(t) = 0$, a.s.. According to (3.11), for sufficiently large $t$,
\[ \frac{\ln(f_1(t)/f_1(0))}{t} \leq b_1 + \varepsilon - f_1(t) + \gamma_1 B_1(t)/t. \]
By $1 > \alpha_1/\beta_1$ and Lemma 3.3, we obtain the required assertion. \qed
Lemma 3.5. Model \((2.2)\) is asymptotically stable in distribution, i.e., there is a unique probability measure \(\mu(\cdot)\) such that for arbitrary \(f(0) \in \mathbb{R}^2_+\), the transition probability \(p(t, f(0), \cdot)\) of \(f(t)\) converges to \(\mu(\cdot)\) weakly with \(t \to +\infty\).

Proof. Denote by \(f(t; f(0))\) and \(f(t; \tilde{f}(0))\) two solutions of \((2.2)\) with arbitrary initial values \(f(0) \in \mathbb{R}^2_+\) and \(\tilde{f}(0) \in \mathbb{R}^2_+\), respectively. Define

\[
V(t) = \sum_{i=1}^{2} \left| \ln f_i(t; f(0)) - \ln f_i(t; \tilde{f}(0)) \right|.
\]

By Itô’s formula, we have

\[
dV(t) = \text{sgn} \left( f_1(t; f(0)) - f_1(t; \tilde{f}(0)) \right) \left[ - \left( f_1(t; f(0)) - f_1(t; \tilde{f}(0)) \right) + \beta_1 \left( f_2(t; f(0)) - f_2(t; \tilde{f}(0)) \right) \right] dt
+ \text{sgn} \left( f_2(t; f(0)) - f_2(t; \tilde{f}(0)) \right) \left[ \beta_2 \left( f_1(t; f(0)) - f_1(t; \tilde{f}(0)) \right) - \left( f_2(t; f(0)) - f_2(t; \tilde{f}(0)) \right) \right] dt
\leq - \left( 1 - \beta_2 \right) \left| f_1(t; f(0)) - f_1(t; \tilde{f}(0)) \right| dt - \left( 1 - \beta_1 \right) \left| f_2(t; f(0)) - f_2(t; \tilde{f}(0)) \right| dt.
\]

That is to say,

\[
0 \leq \mathbb{E}(V(t)) \leq V(0) - \left( 1 - \beta_2 \right) \int_0^t \mathbb{E} \left| f_1(s; f(0)) - f_1(s; \tilde{f}(0)) \right| ds
- \left( 1 - \beta_1 \right) \int_0^t \mathbb{E} \left| f_2(s; f(0)) - f_2(s; \tilde{f}(0)) \right| ds.
\]

It then follows from \(V(0) < +\infty\) that

\[
\left( 1 - \beta_2 \right) \int_0^t \mathbb{E} \left| f_1(s; f(0)) - f_1(s; \tilde{f}(0)) \right| ds + \left( 1 - \beta_1 \right) \int_0^t \mathbb{E} \left| f_2(s; f(0)) - f_2(s; \tilde{f}(0)) \right| ds \leq V(0) < +\infty.
\]

Therefore,

\[
\mathbb{E} \left| f_i(t; f(0)) - f_i(t; \tilde{f}(0)) \right| \in L^1[0, \infty), \ i = 1, 2.
\]

According to \((2.2)\), we have

\[
\mathbb{E}(f_1(t)) = f_1(0) + \int_0^t \left[ \alpha_1 \mathbb{E}(f_1(s)) - \mathbb{E}(f_1^2(s)) + \beta_1 \mathbb{E}(f_1(s)f_2(s)) \right] ds,
\]

\[
\mathbb{E}(f_2(t)) = f_2(0) + \int_0^t \left[ \alpha_2 \mathbb{E}(f_2(s)) - \mathbb{E}(f_2^2(s)) + \beta_2 \mathbb{E}(f_1(s)f_2(s)) \right] ds.
\]

Consequently, \(\mathbb{E}(f_1(t))\) and \(\mathbb{E}(f_2(t))\) are continuously differentiable. According to \((3.1)\),

\[
\frac{d\mathbb{E}(f_1(t))}{dt} = \alpha_1 \mathbb{E}(f_1(t)) - \mathbb{E}(f_1^2(t)) + \beta_1 \mathbb{E}(f_1(t)f_2(t)) \leq \alpha_1 \mathbb{E}(f_1(t)) + \frac{\beta_1}{2} \mathbb{E}(f_1^2(t) + f_2^2(t)) \leq K_1,
\]

\[
\frac{d\mathbb{E}(f_2(t))}{dt} = \alpha_2 \mathbb{E}(f_2(t)) - \mathbb{E}(f_2^2(t)) + \beta_2 \mathbb{E}(f_1(t)f_2(t)) \leq \alpha_2 \mathbb{E}(f_2(t)) + \frac{\beta_2}{2} \mathbb{E}(f_1^2(t) + f_2^2(t)) \leq K_1,
\]

where \(K_1 > 0\) is a constant. That is to say, \(\mathbb{E}(f_1(t))\) and \(\mathbb{E}(f_2(t))\) are uniformly continuous. It then follows from Barbalat’s result [2] that

\[
\lim_{t \to +\infty} \mathbb{E} |f_i(t; f(0)) - f_i(t; \tilde{f}(0))| = 0, \ i = 1, 2.
\]
Denote by $P(t, f(0), \mathcal{A})$ the probability of event $\{f(t; f(0)) \in \mathcal{A}\}$ with the initial data $f(0) \in \mathbb{R}_+^d$. By virtue of (3.1) and Chebyshev’s inequality, the family of transition probabilities $\{p(t, f(0), dx)\}$ is tight ([11, 13]). Denote by $\mathcal{P}(\mathbb{R}_+^d)$ all the probability measures on $\mathbb{R}_+^d$. For $P_1, P_2 \in \mathcal{P}$, define

$$d_\Lambda(P_1, P_2) = \sup_{\lambda \in \Lambda} \left| \int_{\mathbb{R}_+^d} \lambda(f) P_1(df) - \int_{\mathbb{R}_+^d} \lambda(f) P_2(df) \right|,$$

where

$$\Lambda = \left\{ \lambda : \mathbb{R}_+^d \to \mathbb{R} \mid |\lambda(x) - \lambda(y)| \leq \|x - y\|, |\lambda(\cdot)| \leq 1 \right\}.$$

For arbitrary $\lambda \in \Lambda$ and $t, s > 0$, we have

$$\left| E_\lambda (f(t + s; f(0))) - E_\lambda (f(t; f(0))) \right| = \left| E \left[ E \left( \lambda \left( f(t + s; f(0)) \right) \bigg| \mathcal{F}_s \right) \right] - E_\lambda \left( f(t; f(0)) \right) \right| \leq \left| \int_{\mathbb{R}_+^d} \lambda \left( f(t; \tilde{f}(0)) \right) p(s, f(0), d\tilde{f}(0)) - E_\lambda \left( f(t; f(0)) \right) \right| \leq \int_{\mathbb{R}_+^d} \left| \lambda \left( f(t; \tilde{f}(0)) \right) - E_\lambda \left( f(t; f(0)) \right) \right| p(s, f(0), d\tilde{f}(0)).$$

In light of (3.17), there exists a $T > 0$ such that for $t \geq T$,

$$\left| E_\lambda (f(t; \tilde{f}(0))) - E_\lambda (f(t; f(0))) \right| \leq \left| E \lambda(f(t; \tilde{f}(0))) - \lambda(f(t; f(0))) \right| \leq E \left| f(t; \tilde{f}(0)) - f(t; f(0)) \right| \leq \varepsilon.$$  

(3.19)

Substituting (3.19) into (3.18) leads to

$$\left| E_\lambda (f(t + s; f(0))) - E_\lambda (f(t; f(0))) \right| \leq \varepsilon, \ \forall \ t \geq T, \ s > 0.$$

It then follows from the arbitrariness of $\lambda$

$$\sup_{\lambda \in \Lambda} \left| E_\lambda (f(t + s; f(0))) - E_\lambda (f(t; f(0))) \right| \leq \varepsilon, \ \forall \ t \geq T, \ s > 0.$$

That is to say,

$$d_\Lambda(p(t + s, f(0), \cdot), p(t, f(0), \cdot)) \leq \varepsilon \ \text{for all} \ t \geq T, \ s > 0.$$

Hence for any $f(0) \in \mathbb{R}_+^d$, $\{p(t, f(0), \cdot) : t \geq 0\}$ is Cauchy in $\mathcal{P}$. Therefore $\{p(t, 0.1, \cdot) : t \geq 0\}$ is Cauchy in $\mathcal{P}$. It then follows that there exists a unique $\mu(\cdot) \in \mathcal{P}(\mathbb{R}_+^d)$ such that

$$\lim_{t \to +\infty} d_\Lambda(p(t, 0.1, \cdot), \mu(\cdot)) = 0.$$

By (3.17),

$$\lim_{t \to +\infty} d_\Lambda(p(t, f(0), \cdot), p(t, 0.1, \cdot)) = 0.$$

Hence

$$\lim_{t \to +\infty} d_\Lambda(p(t, f(0), \cdot), \nu(\cdot)) \leq \lim_{t \to +\infty} d_\Lambda(p(t, f(0), \cdot), p(t, 0.1, \cdot)) + \lim_{t \to +\infty} d_\Lambda(p(t, 0.1, \cdot), \mu(\cdot)) = 0.$$

This completes the proof. □

We are now in the position to state and prove our main result.

**Theorem 3.6.** For model (2.2),
(i') if $1 < \xi_2$, then both $f_1$ and $f_2$ are increased, i.e., there is a unique $\mu_1(\cdot) \in \mathcal{P}(\mathbb{R}_+^2)$, which is ergodic such that
\[
\lim_{t \to +\infty} t^{-1} \int_0^t f_1(s) ds = \int_{\mathbb{R}_+^2} x_1 \mu_1(dx_1, dx_2) = \frac{\Delta_1}{\Delta},
\]
\[
\lim_{t \to +\infty} t^{-1} \int_0^t f_2(s) ds = \int_{\mathbb{R}_+^2} x_2 \mu_1(dx_1, dx_2) = \frac{\Delta_2}{\Delta}, \text{ a.s.;}
\]

(ii') if $\xi_2 < 1 < \xi_1$, then $f_2$ is stagnated a.s., i.e., $\lim_{t \to +\infty} f_2(t) = 0$, a.s.; at the same time, there is a unique $\mu_2(\cdot) \in \mathcal{P}(\mathbb{R}_+)$, which is ergodic such that
\[
\lim_{t \to +\infty} t^{-1} \int_0^t f_1(s) ds = \int_{\mathbb{R}_+^2} x_1 \mu_2(dx_1) = b_1, \text{ a.s.;}
\]

(iii') if $\xi_1 < 1$, then both $f_1$ and $f_2$ are stagnated a.s..

Proof. (i'). According to Lemma 3.5, model (2.2) has a unique invariant measure $\mu(\cdot)$. By Corollary 3.4.3 in [7], $\mu(\cdot)$ is strong mixing. An application of Theorem 3.2.6 in [7] gives that $\mu(\cdot)$ is ergodic. Then (3.3.2) in [7] means
\[
\lim_{t \to +\infty} t^{-1} \int_0^t f_1(s) ds = \int_{\mathbb{R}_+^2} x_1 \mu(dx_1, dx_2), \quad i = 1, 2.
\]

Then the desired assertion follows from Lemma 3.4. The proof of (ii') is similar to that in (i') and hence is omitted. (iii') follows from (iii) in Lemma 3.4.

4. Numerical simulations

In this section, we will use Monte Carlo’s method (see e.g. [5]) to illustrate the theoretical results. In Fig. 1, we choose $\alpha_1 = 0.1$, $\alpha_2 = 0.05$, $\beta_1 = 0.2$, $\beta_2 = 0.3$. Then $\Delta = 0.94$, $C_1 = 0.11$, $C_2 = 0.08$. The only difference between conditions of Fig. 1 (a), Fig. 1 (b), Fig. 1 (c), and Fig. 1 (d) is that the values of $\gamma_1$ and $\gamma_2$ are different.

(a) In Fig. 1 (a), we let $\gamma_1 = \gamma_2 = 0$. Then by the results in [21], the positive equilibrium
\[
\bar{f} = \left( \begin{array}{cc} C_1 & C_2 \\ \Delta' & \Delta \end{array} \right) = \left( \begin{array}{cc} 0.11 & 0.08 \\ 0.94 & 0.94 \end{array} \right) = (0.1170, 0.0851)
\]

is globally asymptotically stable. See Fig. 1 (a).

(b) In Fig. 1 (b), we choose $\gamma_1^2/2 = \gamma_2^2/2 = 0.03$. Hence $C_2 > D_2$. According to (i') in Theorem 3.6,
\[
\lim_{t \to +\infty} t^{-1} \int_0^t f_1(s) ds = \frac{C_1 - D_1}{\Delta} = 0.0787, \quad \lim_{t \to +\infty} t^{-1} \int_0^t f_2(s) ds = \frac{C_2 - D_2}{\Delta} = 0.0436.
\]

See Fig. 1 (b).

(c) In Fig. 1 (c), we let $\gamma_1^2/2 = 0.03$, $\gamma_2^2/2 = 0.08$. Therefore $\alpha_1 > \gamma_1^2/2$ and $C_2 < D_2$. By virtue of (ii') in Theorem 3.6, $f_2$ is stagnated and
\[
\lim_{t \to +\infty} t^{-1} \int_0^t f_1(s) ds = b_1 = 0.07.
\]

See Fig. 1 (c).

(d) In Fig. 1 (d), we set $\gamma_1^2/2 = 0.11$, $\gamma_2^2/2 = 0.08$. Then $\alpha_1 > \gamma_1^2/2$. It then follows from (iii') in Theorem 3.6 that both $f_1$ and $f_2$ are stagnated. See Fig. 1 (d).
5. Conclusions

In this paper, we take the random perturbations into account, and propose a stochastic model that describes the interaction between information technology ($T_1$) and industrial technologies ($T_2$). Our main result is Theorem 3.6, which establishes sharp sufficient conditions for increase and stagnate of the diffusion rates for both $T_1$ and $T_2$.

Our results reveal that in some cases, the stochastic perturbations can affect the dynamics of model for $T_1$ and $T_2$ significantly. In fact, by comparing our results with the work in [21], it is easy to observe that on the one hand, the stochastic perturbations can change the properties of the model significantly, for example, Fig. 1 (a) indicates that the positive equilibrium of model (2.1) is globally asymptotically stable whereas Fig. 1 (c) and (d) show that the diffusion rates in stochastic model (2.2) could be stagnated; on the other hand, stochastic system (2.2) preserves some nice properties of the deterministic model (2.1), for example, Fig. 1 (a) indicates that the diffusion rates in stochastic model (2.2) are increased when the intensities of the stochastic perturbations are not too large.
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