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Abstract

Some sufficient conditions for almost sure exponential stability of solutions to time-changed stochastic differential equations (SDEs) are presented. The principle technique of our investigation is to construct a proper Lyapunov function and carry out generalized Lyapunov methods to time-changed SDEs. In contrast to the almost sure exponential stability in existing articles, we present new results on the stability of solutions to time-changed SDEs. Finally, an example is given to demonstrate the effectiveness of our work. c⃝2017 All rights reserved.
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1. Introduction

Time change and its related stochastic calculus have been widely used to study dynamics of various complex stochastic processes arising in anomalous diffusion. We refer to [4–6, 10, 13, 14] and the references therein. Meanwhile, many excellent works have been done on time-changed stochastic differential equations (SDEs), see [7, 9, 11]. Especially, Kobayashi [11] extended classical SDEs to a larger class SDEs driven by time-changed semimartingales and derived the corresponding time-changed Itô formula, which provided the new perspective for the study of SDEs. As it is well-known to all that the study of stability properties of SDEs have been one of the most active areas in stochastic analysis, involved in several fields such as physics, mechanical engineering, biology, and economics (see [1–3, 8, 15, 16, 19, 22, 23] and the references therein). Lyapunov’s method is in general available to obtain sufficient conditions for the stability of solutions. Very recently, within the new framework of what Kobayashi [11] had set, the stability theory of time-changed SDEs has started attracting much attention of many researchers. By means of the generalized Lyapunov method, Wu [21] established sufficient conditions for stability of solutions of time-changed SDEs in different senses, such as stochastic stability, stochastically asymptotic stability, and
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globally stochastically asymptotic stability. Likewise, Wu [20] investigated stable behaviors of solutions for different time-changed systems, such as exponential sample-path stability, p-th moment asymptotic stability, and p-th moment exponential stability. Nane and Ni [17] studied stabilities of SDEs driven by time-changed Lévy noise in both probability and moment sense. So far there has no work presented on the almost sure exponential stability of solutions to time-changed SDEs. Motivated by the above discussion, in this work we shall study the almost sure exponential stability problem for a class of time-changed SDEs.

The rest of this paper is structured as follows. In Section 2 we recall some preliminary results. Section 3 shows some criteria for almost sure exponential stability and in the last section, to show the effectiveness of our theories, an illustrative example is provided.

2. Preliminary

Let \((\Omega, \mathcal{F}, \mathcal{P})\) be a complete probability space with a filtration \(\{\mathcal{F}_t\}_{t \geq 0}\) satisfying the usual conditions. \(\{B(t)\}_{t \geq 0}\) is a real-valued Brownian motion defined on the stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathcal{P})\). Define the inverse subordinator by

\[
E(t) = \inf\{\tau > 0 : U(\tau) > t\}, \quad t \geq 0,
\]

where \(\{U(\tau)\}_{\tau \geq 0}\) is an \(\mathcal{F}_1\)-adapted subordinator with Laplace transform \(E[e^{-uU(\tau)}] = e^{-\tau \psi(u)}\), where \(\psi(u) = bu + \int_0^\infty (1 - e^{-uy})\nu(dy)\) \((u > 0)\) with \(b \geq 0\) and \(\int_0^\infty (x \wedge 1)\nu(dy) < \infty\). Assume that the Lévy measure \(\nu\) is infinite. It implies that the subordinator \(U\) has strictly increasing paths, and then \(E\) has continuous, nondecreasing paths. We assume that the Brownian motion \(\{B(t)\}_{t \geq 0}\) is independent of \(\{E(t)\}_{t \geq 0}\). Set

\[
\mathcal{F}_t = \bigcap_{u > t} \sigma\left(\{B(y) : 0 \leq y \leq u\} \cup \{E(t) : t \geq 0\}\right).
\]

Then \(\{\mathcal{F}_t\}_{t \geq 0}\) is right continuous, \(\{B(t)\}_{t \geq 0}\) is a martingale with respect to the filtration \(\{\mathcal{F}_t\}_{t \geq 0}\). Thus \(\{\mathcal{G}_t\}_{t \geq 0}\) is a well-defined filtration where \(\mathcal{G}_t = \mathcal{F}_{E(t)}\), and also satisfies the usual condition since the right-continuity of \(\{\mathcal{F}_t\}_{t \geq 0}\). According to Theorem 1 in [14], the time-changed Brownian motion \(B(E(t))\) is a square integrable martingale with respect to the filtration \(\{\mathcal{G}_t\}_{t \geq 0}\). Let \(\Phi : \mathbb{R}_+ \to \mathbb{R}\) be a predictable, \(\mathcal{G}_1\)-adapted process such that

\[
\mathbb{E}\int_0^t |\Phi(s)|^2 dE(s) < \infty, \quad t > 0.
\]

Then we can define the real-valued stochastic integral

\[
\int_0^t \Phi(s)dB(E(s)),
\]

which is a continuous square-integrable martingale. For details of the construction of stochastic integrals, consult [18].

In this work, we investigate the following SDE driven by time-changed Brownian motion

\[
dX(t) = f(t, E(t), X(t))dt + g(t, E(t), X(t))dE(t) + \sigma(t, E(t), X(t))dB(E(t))
\]

with initial value \(X(0) = x_0\), and \(f, g, \sigma\) are real-valued functions, defined on \(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}\).

Throughout this paper, for the existence and uniqueness of the solution to (2.1), we shall impose the following assumptions.

**Assumption 2.1 (Lipschitz condition).** There exists a positive constant \(K\) such that

\[
|f(t_1, t_2, x) - f(t_1, t_2, y)| + |g(t_1, t_2, x) - g(t_1, t_2, y)| + |\sigma(t_1, t_2, x) - \sigma(t_1, t_2, y)| \leq K|x - y|
\]

for all \(t_1, t_2 \in \mathbb{R}_+\) and \(x, y \in \mathbb{R}\).
Assumption 2.2. If \( X(t) \) is a càdlàg and \( \mathcal{G}_t \)-adapted process, then

\[
f(t, E(t), X(t)), g(t, E(t), X(t)), \sigma(t, E(t), X(t)) \in \mathcal{L}(\mathcal{G}_t),
\]

where \( \mathcal{L}(\mathcal{G}_t) \) denotes the class of càdlàg and \( \mathcal{G}_t \)-adapted processes.

According to Lemma 4.1 in [11], (2.1) admits a unique solution \( X(\cdot) \) which is a \( \mathcal{G}_t \)-adapted process.

Definition 2.3. The solution of time-changed SDE (2.1) is said to be almost surely exponentially stable if there exists a \( \lambda > 0 \) such that

\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\lambda \quad \text{a.s.}.
\]

We now introduce some notations. Let two operators \( L_1 \) and \( L_2 \) acting on \( C^{1,2}(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}; \mathbb{R}_+) \)-valued functions as follows:

\[
L_1 V(t_1, t_2, x) = V_t(t_1, t_2, x) + V_x(t_1, t_2, x)f(t_1, t_2, x)
\]

and

\[
L_2 V(t_1, t_2, x) = V_t(t_1, t_2, x) + V_x(t_1, t_2, x)g(t_1, t_2, x) + \frac{1}{2} V_{xx} \sigma^2(t_1, t_2, x),
\]

where

\[
V_t(t_1, t_2, x) = \frac{\partial V(t_1, t_2, x)}{\partial t_1}, \quad V_t(t_1, t_2, x) = \frac{\partial V(t_1, t_2, x)}{\partial t_2},
\]

\[
V_x(t_1, t_2, x) = \frac{\partial V(t_1, t_2, x)}{\partial x}, \quad V_{xx}(t_1, t_2, x) = \frac{\partial^2 V(t_1, t_2, x)}{\partial x^2}.
\]

3. Almost sure exponential stability

This section concludes some criteria for almost sure exponential stability of solution to (2.1). To establish the results on the almost sure exponential stability, we impose the following assumption.

Assumption 3.1. For all \( t > 0 \), if \( x_0 \neq 0 \) in \( \mathbb{R}_+ \), \( \mathbb{P}\{X(t, x_0) \neq 0, \text{ on } t \geq 0\} = 1 \).

The following lemma tells that Assumption 3.1 holds under some conditions.

Lemma 3.2. Assume that for any \( \theta > 0 \) there exists a positive constant \( K_0 \) such that

\[
|f(t_1, t_2, x)| + |g(t_1, t_2, x)| + |\sigma(t_1, t_2, x)| \leq K_0|x|.
\]

If \( |x| \leq \theta \) and \( t \geq 0 \), then for all \( x_0 \neq 0 \) in \( \mathbb{R}_+ \),

\[
\mathbb{P}\{X(t, x_0) \neq 0, \text{ on } t \geq 0\} = 1. \tag{3.1}
\]

Proof. We shall apply the method used in the argument of [16] to prove this result. Assume that (3.1) is false. Then there would exist some \( x_0 \neq 0 \) such that \( \mathbb{P}(\tau < \infty) > 0 \) where \( \tau := \inf\{t \geq 0: X(t) = 0\} \) which stands for the first time of zero of the corresponding solution. We can choose a pair of constants \( T > 0 \) and \( \bar{\theta} > 1 \) large enough so that \( \mathbb{P}(B) > 0 \), where

\[
B = \{\omega \in \Omega: \tau(\omega) \leq T \text{ and } |X(t)| \leq \bar{\theta} - 1, \text{ for all } 0 \leq t \leq \tau(\omega)\}.
\]

Let \( V(t_1, t_2, x) = |x|^{-1} \) and \( \alpha = K_0(2 + K_0) \). If \( 0 < |x| \leq \theta \), applying the time-changed Itô formula (see [21]), it follows that

\[
L_1 V(t, E(t), X(t)) = -|X(t)|^{-2}f(t, E(t), X(t)) \leq K_0|X(t)|^{-1} \leq \alpha V(t, E(t), X(t)) \tag{3.2}
\]
From [13] and [12], we have

\[
L_2 V(t, E(t), X(t)) = -|X(t)|^{-2} g(t, E(t), X(t)) + |X(t)|^{-3} \sigma^2(t, E(t), X(t)) \\
\leq K_0 |X(t)|^{-1} + K_0^2 |X(t)|^{-1} \leq \alpha V(t, E(t), X(t)).
\tag{3.3}
\]

Define the following family of stopping times, for any \(0 < \varepsilon < |x_0|\),

\[
\tau_\varepsilon = \inf\{t \geq 0 : |X(t)| \leq \varepsilon \text{ or } |X(t)| \geq \bar{\theta}\}.
\]

By the time-changed Itô formula applied to \(Z(t_1, t_2, x) = e^{-\alpha(t_1+t_2)}V(t_1, t_2, x)\) we obtain

\[
\begin{align*}
\exp\{ -\alpha((\tau_\varepsilon \wedge T) + E(\tau_\varepsilon \wedge T)) \} & V(\tau_\varepsilon \wedge T, E(\tau_\varepsilon \wedge T), X(\tau_\varepsilon \wedge T)) \\
= & V(0, 0, x_0) - \int_0^{\tau_\varepsilon \wedge T} \frac{\varepsilon}{\alpha} e^{-\alpha(s+E(s))} V(s, E(s), X(s)) ds - \int_0^{\tau_\varepsilon \wedge T} \frac{\varepsilon}{\alpha} e^{-\alpha(s+E(s))} X(s) E(s) ds \\
& \quad \times V(s, E(s), X(s)) ds + \int_0^{\tau_\varepsilon \wedge T} e^{-\alpha(s+E(s))} L_1 V(s, E(s), X(s)) ds \\
& \quad + \int_0^{\tau_\varepsilon \wedge T} e^{-\alpha(s+E(s))} L_2 V(s, E(s), X(s)) dB(s) \\
& \quad + \int_0^{\tau_\varepsilon \wedge T} e^{-\alpha(s+E(s))} (-|X(s)|^{-2}) \sigma(s, E(s), X(s)) dB(s).
\end{align*}
\tag{3.4}
\]

From [13] and [12], we have

\[
\mathbb{E} \int_0^{\tau_\varepsilon \wedge T} e^{-\alpha(s+E(s))} (-|X(s)|^{-2}) \sigma(s, E(s), X(s)) dB(s) = 0.
\]

Therefore, taking expectation on both sides of (3.4), together with (3.2) and (3.3), yields that

\[
\mathbb{E}[\exp\{ -\alpha((\tau_\varepsilon \wedge T) + E(\tau_\varepsilon \wedge T)) \} V(\tau_\varepsilon \wedge T, E(\tau_\varepsilon \wedge T), X(\tau_\varepsilon \wedge T)) ] \leq V(0, 0, x_0).
\]

If \(\omega \in B\), then \(\tau_\varepsilon(\omega) \leq T\) and \(|X(\tau_\varepsilon(\omega))| \leq \varepsilon\). Then

\[
\mathbb{E}[e^{-\alpha(T+E(T))} \varepsilon^{-1} I_B] \leq \mathbb{E}[e^{-\alpha(T+\bar{E}(T))}|X(\tau_\varepsilon(\omega))|^{-1} I_B] \leq V(0, 0, x_0).
\]

In addition, according to the reverse Hölder inequality:

\[
|\mathbb{E}(XY)| \leq (\mathbb{E}|X|^p)^{\frac{1}{p}} (\mathbb{E}|Y|^{-\frac{1}{p}})^{\frac{1}{p-1}}, \quad 0 < p < 1,
\]

we have

\[
\varepsilon^{-1} e^{-\alpha T} (\mathbb{P}(B))^2 [\mathbb{E}[e^{\alpha E(T)}]]^{-1} \leq \mathbb{E}[e^{-\alpha(T+E(T))} \varepsilon^{-1} I_B].
\]

Moreover, in terms of Lemma 8 in [9], \(\mathbb{E}[e^{\alpha E(T)}]\) is finite for any \(\alpha \in \mathbb{R}, T > 0\). Hence, for all \(\varepsilon > 0\),

\[
\mathbb{P}(B) \leq \varepsilon e^{\alpha T} \mathbb{E}[e^{\alpha E(T)}]|x_0|^{-1}.
\]

Let \(\varepsilon \to 0\), then it follows that \(\mathbb{P}(B) = 0\) which contradicts the definition of the set \(B\) and the required result follows.

\[\square\]

**Remark 3.3.** Lemma 3.2 tells us that Assumption 3.1 is satisfied if \(f(t_1, t_2, 0) = g(t_1, t_2, 0) = \sigma(t_1, t_2, 0) = 0\) and Assumption 2.1 are true. But generally speaking, Assumption 2.1 is required in order to have a unique solution, and \(f(t_1, t_2, 0) = g(t_1, t_2, 0) = \sigma(t_1, t_2, 0) = 0\) can be assumed to be true in the study of stability of solutions.
Theorem 3.4. Let Assumption 3.1 hold. If $V(t_1, t_2, x) \in C^{1,2}(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}; \mathbb{R}_+)$ and some constants $p > 0$, $c_1 > 0$, and $c_2 \geq 0$ satisfy:

(1) $|x|^p \leq V(t_1, t_2, x)$;
(2) $L_1V(t_1, t_2, x) \leq -c_1V(t_1, t_2, x)$;
(3) $L_2V(t_1, t_2, x) \leq -c_2V(t_1, t_2, x)$;
(4) $E(t)$ is asymptotically slower than $t$, i.e., $\lim_{t \to \infty} \frac{E(t)}{t} = 0$ a.s.,

then for all $x_0 \in \mathbb{R}$ and $t \geq 0$

$$\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\frac{c_1}{p} \quad \text{a.s.}$$

Proof. Fix $x_0 \neq 0$. By Assumption 3.1, for all $t \geq 0$, $X(t) \neq 0$ almost surely. Thus, for all $t \geq 0$ one can apply the time-changed Itô formula to show

$$\log V(t, E(t), X(t)) = \log V(0, 0, x_0) + \int_0^t \frac{L_1V(s, E(s), X(s))}{V(s, E(s), X(s))} ds + \int_0^t \frac{L_2V(s, E(s), X(s))}{V(s, E(s), X(s))} dE(s) - \frac{1}{2} \int_0^t \frac{V^2(s, E(s), X(s))}{V^2(s, E(s), X(s))} \sigma^2(s, E(s), X(s)) dE(s) + \int_0^t V(s, E(s), X(s)) \sigma(s, E(s), X(s)) dB(E(s)).$$

(3.5)

Let

$$M(t) = \int_0^t \frac{V(s, E(s), X(s))}{V(s, E(s), X(s))} \sigma(s, E(s), X(s)) dB(E(s)).$$

Using lemma 6.2 in [15] with $g(t) = t$, $\tau_k = k$, $\gamma_k = 1$, and $\theta = 2$, we deduce that, for almost all $\omega \in \Omega$, there exists an integer $k_0(\omega)$ such that for all $k > k_0$

$$M(t) \leq \frac{1}{2} \langle M(t) \rangle + 2 \log t, \quad 0 \leq t \leq k.$$

Note

$$\langle M(t) \rangle = \int_0^t \frac{V^2(s, E(s), X(s))}{V^2(s, E(s), X(s))} \sigma^2(s, E(s), X(s)) dE(s).$$

So, for all $0 \leq t \leq k$, $k \geq k_0$,

$$M(t) \leq \frac{1}{2} \int_0^t \frac{V^2(s, E(s), X(s))}{V^2(s, E(s), X(s))} \sigma^2(s, E(s), X(s)) dE(s) + 2 \log k \quad \text{a.s..}$$

Substituting this into (3.5), together with conditions (2) and (3) gives, for any $0 \leq t \leq k$, $k \geq k_0$,

$$\log V(t, E(t), X(t)) \leq \log V(0, 0, x_0) - c_1 t - c_2 E(t) + 2 \log k \quad \text{a.s..}$$

This along with condition (1) implies, for $k-1 \leq t \leq k$, $k \geq k_0$,

$$\frac{1}{t} \log |X(t)| \leq \frac{1}{pt} \log V(t, E(t), X(t)) \leq \frac{1}{pt} \left( \log V(0, 0, x_0) - c_1 t - c_2 E(t) + 2 \log k \right) \leq \frac{\log V(0, 0, x_0) - c_1 t - c_2 E(t)}{pt} + \frac{2 \log k}{p(k-1)} \quad \text{a.s..}$$

This further gives that

$$\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\frac{c_1}{p} \quad \text{a.s..} \quad \square$$
Theorem 3.5. Let Assumption 3.1 hold. Assume that $V(t_1, t_2, x) \in C^{1,1,2}(R_+ \times R_+ \times R; R_+)$ and $\varphi(t)$ be a nonnegative predictable process, and let $p > 0$, $c_1 \geq 0$, $c_2 \geq 0$, $c_3 > 0$, $c_2 < \frac{c_1}{2}$, and $\rho \geq 0$, $\gamma > 0$. Assume that for all $x_0 \neq 0$ and $t \geq 0$,

1. $|x|^p \leq V(t_1, t_2, x)$;
2. $L_1V(t_1, t_2, x) \leq -c_1\varphi(t)V(t_1, t_2, x)$;
3. $L_2V(t_1, t_2, x) \leq c_2\varphi(t)V(t_1, t_2, x)$;
4. $|V_x(t_1, t_2, x)|^2 \geq c_3\varphi(t)|V(t_1, t_2, x)|^2$;
5. $\liminf_{t \to \infty} \frac{1}{T} \int_0^T \varphi(s)dE(s) \geq \rho \ a.s.$;
6. $\liminf_{t \to \infty} \frac{1}{T} \int_0^T \varphi(s)ds \geq \gamma \ a.s.$.

Then the solution of equation (2.1) satisfies

$$\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\frac{c_1}{p} \gamma - \frac{1}{p} \left( \frac{c_3}{2} - c_2 \right) \rho \ a.s.$$ 

Proof. Fix $x_0 \neq 0$ arbitrarily. It is easy to deduce by time-changed Itô’s formula and conditions (2) and (3) that

$$\log V(t, E(t), X(t)) \leq \log V(0, 0, x_0) + c_1 \int_0^t \varphi(s)ds + c_2 \int_0^t \varphi(s)dE(s) - \frac{1}{2} \int_0^t \frac{|V_x(t, E(t), X(t))| \sigma(t, E(t), X(t))^2}{V^2(t, E(t), X(t))}dE(s) + M(t),$$

where $M(t)$ has been defined in Theorem 3.4. Let $k = 1, 2, \ldots$ and assign $0 < \epsilon < 1 - \frac{\alpha_2}{c_3}$ arbitrarily. In view of Lemma 6.2 in [15] with $g(t) = t$, $\tau_k = k$, $\gamma_k = \epsilon$, and $\theta = 2$, we derive that, for almost all $\omega \in \Omega$, there exists an integer $k_0(\omega)$ such that, for all $k > k_0$, $0 \leq t \leq k$,

$$M(t) \leq 2\epsilon^{-1} \log k + \frac{\epsilon}{2} \langle M(t) \rangle \leq 2\epsilon^{-1} \log k + \frac{\epsilon}{2} \int_0^t \frac{|V_x(t, E(t), X(t))| \sigma(t, E(t), X(t))^2}{V^2(t, E(t), X(t))}dE(s).$$

Substituting this into (3.6) and using condition (4) one obtains, for any $0 \leq t \leq k$, $k \geq k_0$,

$$\log V(t, E(t), X(t)) \leq \log V(0, 0, x_0) - c_1 \int_0^t \varphi(s)ds + c_2 \int_0^t \varphi(s)dE(s) + 2\epsilon^{-1} \log k - \frac{1 - \epsilon}{2} \int_0^t \frac{|V_x(t, E(t), X(t))| \sigma(t, E(t), X(t))^2}{V^2(t, E(t), X(t))}dE(s) \leq \log V(0, 0, x_0) - c_1 \int_0^t \varphi(s)ds + c_2 \int_0^t \varphi(s)dE(s) + 2\epsilon^{-1} \log k - \frac{1 - \epsilon}{2} c_3 \int_0^t \varphi(s)dE(s) \leq \log V(0, 0, x_0) - c_1 \int_0^t \varphi(s)ds + 2\epsilon^{-1} \log k - \left( \frac{1 - \epsilon}{2} c_3 - c_2 \right) \int_0^t \varphi(s)dE(s).$$

This along with condition (1) implies, for any $0 \leq t \leq k$, $k \geq k_0$,

$$\frac{1}{t} \log |X(t)| \leq \frac{1}{pt} \log V(t, E(t), X(t)) \leq \frac{1}{pt} \left( \log V(0, 0, x_0) - c_1 \int_0^t \varphi(s)ds + 2\epsilon^{-1} \log k - \left( \frac{1 - \epsilon}{2} c_3 - c_2 \right) \int_0^t \varphi(s)dE(s) \right) \leq \frac{1}{pt} \left( \log V(0, 0, x_0) - c_1 \int_0^t \varphi(s)ds - \left( \frac{1 - \epsilon}{2} c_3 - c_2 \right) \int_0^t \varphi(s)dE(s) \right) + \frac{2 \log k}{\epsilon p(k - 1)}.$$
Consequently
\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\frac{c_1}{p} \liminf_{t \to \infty} \frac{1}{t} \int_0^t \varphi(s) ds - \frac{1}{p} \left( \frac{1 - \varepsilon}{2} c_3 - c_2 \right) \liminf_{t \to \infty} \frac{1}{t} \int_0^t \varphi(s) dE(s)
\]
\[
\leq -\frac{c_1}{p} \gamma - \frac{1}{p} \left( \frac{1 - \varepsilon}{2} c_3 - c_2 \right) \rho \text{ a.s.}
\]

Here we have used conditions (5) and (6). Let \( \varepsilon \to 0 \). Then we obtain the required result.

In what follows we shall remove hypothesis of Assumption 3.1. However it should be pointed out that the following results are not the generalizations of the previous ones, but cover different case.

**Theorem 3.6.** Let \( V(t_1, t_2, x) \in C^{1,2}(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}; \mathbb{R}_+) \) and \( u(t) \) be a polynomial with positive coefficients, and let \( p, \lambda \) be positive constants. Assume that for all \( x_0 \in \mathbb{R} \) and \( t \geq 0 \),

1. \( |x|^p \leq V(t_1, t_2, x) \);
2. \( L_1 V(t_1, t_2, x) \leq -\lambda V(t_1, t_2, x) + u(t)e^{-\lambda(t+E(t))} \);
3. \( L_2 V(t_1, t_2, x) \leq -\lambda V(t_1, t_2, x) + u(t)e^{-\lambda(t+E(t))} \);
4. \( |V_x(t_1, t_2, x)\sigma(t_1, t_2, x)|^2 \leq u(t)e^{-\lambda(t+E(t))} V(t_1, t_2, x) \);
5. \( E(t) \) is asymptotically slower than \( t \), i.e., \( \lim_{t \to \infty} \frac{E(t)}{t} = 0 \) a.s.

Then the solution of equation (2.1) satisfies
\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\frac{\lambda}{p} \text{ a.s.}
\]

**Proof.** Since \( E(t) \) is asymptotically slower than \( t \), for any \( \varepsilon > 0 \) we can deduce that there exists a constant \( T > 0 \) such that
\( E(t) \leq \varepsilon t \) a.s.,

whenever \( t > T \). By time-changed Itô’s formula and conditions (2) and (3), we arrive at
\[
e^{\lambda(t+E(t))} V(t, E(t), X(t)) = V(0, 0, x_0) + \int_0^t e^{\lambda(s+E(s))} [\lambda V(s, E(s), X(s)) + L_1 V(s, E(s), X(s))] ds
\]
\[
+ \int_0^t e^{\lambda(s+E(s))} [\lambda V(s, E(s), X(s)) + L_2 V(s, E(s), X(s))] dE(s)
\]
\[
+ \int_0^t e^{\lambda(s+E(s))} V_x(s, E(s), X(s)) \sigma(s, E(s), X(s)) dB(E(s))
\]
\[
\leq V(0, 0, x_0) + \int_0^t u(s) ds + \int_0^t u(s) dE(s) + N(t),
\]

where
\[
N(t) = \int_0^t e^{\lambda(s+E(s))} V_x(s, E(s), X(s)) \sigma(s, E(s), X(s)) dB(E(s)).
\]

Let \( \frac{q}{2} (q > 2) \) be the degree of the polynomial \( u(\cdot) \) and \( k = 1, 2, \ldots \). Assign \( \theta > \max\{1, T^{\frac{1}{k}}\} \). An application of Lemma 6.2 in [15] with \( g(t) = t, \gamma_k = \theta^{-qk}, \tau_k = \theta^k \) yields that, for almost all \( \omega \in \Omega \), there exists an integer \( k_0(\omega) \) such that, for all \( k \geq k_0 \) and \( 0 \leq t \leq \theta^k \),
\[
N(t) \leq \frac{1}{2} \theta^{-qk}\langle N(t) \rangle + \theta^{qk+1} \log k
\]
\[
= \frac{1}{2} \theta^{-qk} \int_0^t e^{2\lambda(s+E(s))} V_x^2(s, E(s), X(s)) \sigma^2(s, E(s), X(s)) dE(s) + \theta^{qk+1} \log k.
\]
Substituting this into (3.7) and using condition (4) one obtains
\[
e^{\lambda(t+E(t))}V(t, E(t), X(t)) \leq V(0,0,x_0) + \int_0^t u(s)ds + \int_0^t u(s)dE(s) + \theta^{qk+1} \log k
\]
\[
+ \frac{1}{2} \theta^{-qk} \int_0^t e^{\lambda(s+E(s))}u(s)V(s,E(s),X(s))dE(s)
\]
\[
\leq V(0,0,x_0) + (u(t))^2 + \int_0^t u(s)dE(s) + \theta^{qk+1} \log k + \frac{1}{2} \theta^{-qk}
\]
\[
\times \int_0^t e^{\lambda(s+E(s))}u(s)V(s,E(s),X(s))dE(s)
\]
\[
= V(0,0,x_0) + (u(0))^2 + \theta^{qk+1} \log k
\]
\[
+ \int_0^t u(s)\left[1 + \frac{1}{2} \theta^{-qk} e^{\lambda(s+E(s))}V(s,E(s),X(s))\right]dE(s),
\]
which further gives that
\[
1 + \frac{1}{2} \theta^{-qk} e^{\lambda(t+E(t))}V(t, E(t), X(t)) \leq 1 + \frac{1}{2} \theta^{-qk} V(0,0,x_0) + \frac{1}{2} \theta^{-qk}(u(0))^2 + \frac{1}{2} \theta \log k
\]
\[
+ \frac{1}{2} \theta^{-qk} \int_0^t u(s)\left[1 + \frac{1}{2} \theta^{-qk} e^{\lambda(s+E(s))}V(s,E(s),X(s))\right]dE(s).
\]

By time-changed Gronwall’s inequality in [20], we deduce
\[
1 + \frac{1}{2} \theta^{-qk} e^{\lambda(t+E(t))}V(t, E(t), X(t)) \leq \left(1 + \frac{1}{2} \theta^{-qk} V(0,0,x_0) + \frac{1}{2} \theta^{-qk}(u(0))^2 + \frac{1}{2} \theta \log k\right)
\]
\[
\times \exp\left\{\frac{1}{2} \theta^{-qk} \int_0^t u(s)dE(s)\right\}.
\]

This, together with condition (5) and the monotonicity of \(u\) and \(E\), implies that, for all \(T \leq t \leq \theta^k, k \geq k_0,\)
\[
e^{\lambda(t+E(t))}V(t, E(t), X(t)) \leq \left(2 \theta^{qk} + V(0,0,x_0) + (u(0))^2 + \theta^{qk+1} \log k\right) \times \exp\left\{\frac{1}{2} \theta^{-qk} \int_0^t u(s)dE(s)\right\}
\]
\[
\leq \left(2 \theta^{qk} + V(0,0,x_0) + (u(0))^2 + \theta^{qk+1} \log k\right) \times \exp\left\{\frac{1}{2} \theta^{-(q-1)k} \epsilon u(0)\right\}
\]
\[
\leq C \theta^{qk+1} \log k \text{ a.s.},
\]
where \(C\) is a finite random variable independent of \(k\). If \(\theta^{k-1} < t < \theta^k, k \geq k_0,\)
\[
\frac{e^{\lambda(t+E(t))}V(t, E(t), X(t))}{t^q \log \log t} \leq C \theta^{qk+1} \frac{\log k}{\theta^{q(k-1)} \log \log \theta^{k-1}} \leq C \theta^{q+1} \frac{\log k}{\log(k-1) + \log \log \theta'}
\]
which implies
\[
\limsup_{t \to \infty} \frac{e^{\lambda(t+E(t))}V(t, E(t), X(t))}{t^q \log \log t} \leq C \theta^{q+1} \text{ a.s.}.
\]
Since \(\theta > 1\) is arbitrary,
\[
\limsup_{t \to \infty} \frac{e^{\lambda(t+E(t))}V(t, E(t), X(t))}{t^q \log \log t} \leq C \text{ a.s.}
\]
Finally, by condition (1)
\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \limsup_{t \to \infty} \frac{1}{pt} \log V(t, E(t), X(t))
\]
\[ \limsup_{t \to \infty} \frac{1}{pt} \log \left( \frac{e^{-\lambda(t+E(t))}}{t^q \log \log t} \right) \leq -\frac{\lambda}{p} \text{ a.s.} \]

**Theorem 3.7.** Let \( V(t_1, t_2, x) \in C^{1,1,2}(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}; \mathbb{R}_+) \) and \( \varphi(t) \) be a nonnegative predictable process. Let \( p, q, \lambda, \eta \) be positive constants and \( \alpha \in [0, 1) \). Assume that for all \( x_0 \in \mathbb{R} \) and \( t \geq 0 

1. \( e^{t_1+t_2|x|^p} \leq V(t_1, t_2, x) \);
2. \( L_1 V(t_1, t_2, x) \leq 0; \)
3. \( L_2 V(t_1, t_2, x) + \eta(1+t)^{-q}|V_x(t_1, t_2, x)\sigma(t_1, t_2, x)|^2 \leq \varphi(t)[1 + (V(t_1, t_2, x))^\alpha]; \)
4. \( \limsup_{t \to \infty} \int_0^t \varphi(s) \xi(s) \, ds \leq 0 \text{ a.s.}; \)
5. \( E(t) \) is asymptotically slower than \( t \), i.e., \( \lim_{t \to \infty} \frac{E(t)}{t} = 0 \text{ a.s.}. \)

Then the solution of equation (2.1) satisfies

\[ \limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\frac{\lambda}{p} \text{ a.s.} \]

**Proof.** Fix any \( t \geq 0 \) and \( x_0 \). By time-changed Itô’s formula,

\[ V(t, E(t), X(t)) = V(0, 0, x_0) + \int_0^t L_1 V(s, E(s), X(s)) \, ds + \int_0^t L_2 V(s, E(s), X(s)) \, dB(E(s)) \]

\[ + \int_0^t V_x(s, E(s), X(s)) \sigma(s, E(s), X(s)) \, dB(E(s)) \] \hspace{1cm} (3.8)

Let \( k = 1, 2, \ldots \). An application of Lemma 6.2 in [15] with \( g(t) = t, \gamma_k = 2\eta(1+2^k)^{-q} \), \( \tau_k = 2^k \) and \( \theta = 2 \) yields that, for almost all \( \omega \in \Omega \), there exists an integer \( k_0(\omega) \) such that for all \( k \geq k_0 \) and \( 0 \leq t \leq 2^k \)

\[ \bar{N}(t) \leq \frac{1}{\eta}(1+2^k)^{-q} \log k + \eta(1+2^k)^{-q} \int_0^t V_x^2(s, E(s), X(s)) \sigma^2(s, E(s), X(s)) \, ds, \]

where

\[ \bar{N}(t) = \int_0^t V_x(s, E(s), X(s)) \sigma(s, E(s), X(s)) \, dB(E(s)). \]

Substituting this into (3.8) and using conditions (2) and (3), one obtains, for all \( 0 \leq t \leq 2^k, k \geq k_0, \)

\[ V(t, E(t), X(t)) \leq V(0, 0, x_0) + \int_0^t L_1 V(s, E(s), X(s)) \, ds + \int_0^t L_2 V(s, E(s), X(s)) \, dB(E(s)) \]

\[ + \frac{1}{\eta}(1+2^k)^{-q} \log k + \eta(1+2^k)^{-q} \int_0^t V_x^2(s, E(s), X(s)) \sigma^2(s, E(s), X(s)) \, ds \]

\[ \leq V(0, 0, x_0) + \int_0^t L_1 V(s, E(s), X(s)) \, ds + \frac{1}{\eta}(1+2^k)^{-q} \log k \]

\[ + \int_0^t [L_2 V(s, E(s), X(s)) + \eta(1+2^k)^{-q} V_x^2(s, E(s), X(s)) \sigma^2(s, E(s), X(s))] \, dB(E(s)) \]

\[ \leq V(0, 0, x_0) + \int_0^t L_1 V(s, E(s), X(s)) \, ds + \frac{1}{\eta}(1+2^k)^{-q} \log k \]

\[ + \int_0^t [L_2 V(s, E(s), X(s)) + \eta(1+s)^{-q} V_x^2(s, E(s), X(s)) \sigma^2(s, E(s), X(s))] \, dB(E(s)) \]

\[ \leq V(0, 0, x_0) + \int_0^t L_1 V(s, E(s), X(s)) \, ds + \frac{1}{\eta}(1+2^k)^{-q} \log k \]
\[ + \int_0^t \varphi(s)[1 + (V(s, E(s), X(s)))^\lambda]dE(s) \]
\[ \leq V(0, 0, x_0) + \frac{1}{\eta}(1 + 2^k)q \log k + \int_0^t \varphi(s)[1 + (V(s, E(s), X(s)))^\lambda]dE(s) \text{ a.s.} \]

Now applying Corollary 1.7.5 in [15] we derive
\[ V(t, E(t), X(t)) \leq \left[ \left( V(0, 0, x_0) + \frac{1}{\eta}(1 + 2^k)q \log k + \int_0^{2^k} \varphi(s)dE(s) \right)^{1-\alpha} + (1 - \alpha) \int_0^{2^k} \varphi(s)dE(s) \right]^{1/\alpha} \]
for all \(0 \leq t \leq 2^k, k \geq k_0\) almost surely. Now let \(\varepsilon > 0\) be arbitrary and by condition (4) one sees that there exists a random integer \(k_1 = k_1(\omega)\) such that for all \(k \geq k_1\),
\[ \int_0^{2^k} \varphi(s)dE(s) \leq e^{2k} \text{ a.s.} \]

Therefore, if \(2^{k-1} \leq t \leq 2^k, k \geq k_0 \lor k_1\)
\[ \frac{1}{t} \log \left( e^{\lambda(t+E(t))}|X(t)|^p \right) \leq \frac{1}{t} \log V(t, E(t), X(t)) \]
\[ \leq \frac{1}{t(1-\alpha)} \log \left[ \left( V(0, 0, x_0) + \frac{1}{\eta}(1 + 2^k)q \log k + \int_0^{2^k} \varphi(s)dE(s) \right)^{1-\alpha} + (1 - \alpha) \int_0^{2^k} \varphi(s)dE(s) \right] \]
\[ \leq \frac{1}{2^{k-1}(1-\alpha)} \log \left[ \left( V(0, 0, x_0) + \frac{1}{\eta}(1 + 2^k)q \log k + e^{2k} \right)^{1-\alpha} + (1 - \alpha)e^{2k} \right], \]
where condition (1) has been used. This immediately implies
\[ \limsup_{t \to \infty} \frac{1}{t} \log \left( e^{\lambda(t+E(t))}|X(t)|^p \right) \leq \frac{2\varepsilon}{1-\alpha} \text{ a.s.} \]

Since \(\varepsilon > 0\) is arbitrary,
\[ \limsup_{t \to \infty} \frac{1}{t} \log \left( e^{\lambda(t+E(t))}|X(t)|^p \right) \leq 0 \text{ a.s.} \]

Finally,
\[ \limsup_{t \to \infty} \frac{1}{t} \log |X(t)| = \limsup_{t \to \infty} \frac{1}{pt} \log \left( e^{-\lambda(t+E(t))} e^{\lambda(t+E(t))}|X(t)|^p \right) \]
\[ \leq -\frac{\lambda}{p} \leq -\frac{\lambda}{p} \liminf_{t \to \infty} \frac{E(t)}{t} \leq -\frac{\lambda}{p} \text{ a.s..} \]

**Theorem 3.8:** Let \(V(t_1, t_2, x) \in C^{1,1,2}(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}_+; \mathbb{R}_+)\) and \(\varphi_1(t)\), \(\varphi_2(t)\) be two nonnegative predictable processes. Let \(p, q, \lambda, \eta\) be positive constants and \(\alpha \in [0, 1)\). Assume that for all \(x_0 \in \mathbb{R}\) and \(t \geq 0\),

1. \(e^{t_1 + t_2} |x|^p \leq V(t_1, t_2, x)\);
2. \(L_1 V(t_1, t_2, x) \leq 0\);
3. \(L_2 V(t_1, t_2, x) + \eta e^{-q^t} \left[ V(t_1, t_2, x) \sigma(t_1, t_2, x) \right]^2 \leq \varphi_1(t) + \varphi_2(t)(V(t_1, t_2, x))^\alpha\);
4. \(\limsup_{t \to \infty} \frac{1}{t} \log \left( \int_0^t \varphi_1(s)dE(s) \right) \leq q \text{ a.s.}\)
5. \(\limsup_{t \to \infty} \frac{1}{t} \log \left( \int_0^t \varphi_2(s)dE(s) \right) \leq (1 - \alpha)q \text{ a.s.}\)
(6) \( E(t) \) is asymptotically slower than \( t \), i.e., \( \lim_{t \to \infty} \frac{E(t)}{t} = 0 \ a.s. \)

Then the solution of equation (2.1) satisfies

\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\frac{1}{p} (\lambda - q) \ a.s.
\]

**Proof.** According to (3.8) we have

\[
V(t, E(t), X(t)) = V(0, 0, x_0) + \int_0^t L_1 V(s, E(s), X(s)) ds + \int_0^t L_2 V(s, E(s), X(s)) dE(s) + \bar{N}(t). \tag{3.9}
\]

Let \( k = 1, 2, \ldots \). Again making use of Lemma 6.2 in [15] with \( g(t) = t, \gamma_k = 2\eta e^{-qk}, \tau_k = k, \) and \( \theta = 2 \) one can derive that, for almost all \( \omega \in \Omega \), there exists an integer \( k_0(\omega) \) such that for all \( k \geq k_0 \) and \( 0 \leq t \leq k \)

\[
\bar{N}(t) \leq \frac{1}{\eta} e^{qk} \log k + \eta e^{-qk} \int_0^t V^2(s, E(s), X(s)) \sigma^2(s, E(s), X(s)) dE(s).
\]

Substituting this into (3.9) and using conditions (2) and (3), one obtains

\[
V(t, E(t), X(t)) \leq V(0, 0, x_0) + \frac{1}{\eta} e^{qk} \log k + \eta e^{-qk} \int_0^t V^2(s, E(s), X(s)) \sigma^2(s, E(s), X(s)) dE(s)
\]

\[
\leq V(0, 0, x_0) + \frac{1}{\eta} e^{qk} \log k + \int_0^t (\varphi_1(s) + \varphi_2(s) (V(s, E(s), X(s)))^\alpha dE(s)
\]

for all \( 0 \leq t \leq k \), \( k \geq k_0 \) almost surely. So by Corollary 1.7.5 in [15] we deduce

\[
V(t, E(t), X(t)) \leq V(0, 0, x_0) + \frac{1}{\eta} e^{qk} \log k + \int_0^k \varphi_1(s) dE(s) + \int_0^t \varphi_2(s) (V(s, E(s), X(s)))^\alpha dE(s)
\]

\[
\leq \left[ \left( V(0, 0, x_0) + \frac{1}{\eta} e^{qk} \log k + \int_0^k \varphi_1(s) dE(s) \right)^{1-\alpha} + (1 - \alpha) \int_0^k \varphi_2(s) dE(s) \right]^{\frac{1}{1-\alpha}}
\]

for all \( 0 \leq t \leq k \), \( k \geq k_0 \) almost surely. Let \( \varepsilon > 0 \) be arbitrary. By conditions (4) and (5) there exists a random integer \( k_1 = k_1(\omega) \) such that

\[
\int_0^k \varphi_1(s) dE(s) \leq e^{(q+\varepsilon)k} \quad \text{and} \quad \int_0^k \varphi_2(s) dE(s) \leq e^{(1-\alpha)(q+\varepsilon)k}
\]

for all \( k \geq k_1 \). Hence, if \( k - 1 \leq t \leq k \), \( k \geq k_0 \lor k_1 \),

\[
V(t, E(t), X(t)) \leq \left[ \left( V(0, 0, x_0) + \frac{1}{\eta} e^{qk} \log k + e^{(q+\varepsilon)k} \right)^{1-\alpha} + (1 - \alpha) e^{(1-\alpha)(q+\varepsilon)k} \right]^{\frac{1}{1-\alpha}},
\]

which implies immediately that

\[
\limsup_{t \to \infty} \frac{1}{t} \log V(t, E(t), X(t)) \leq q + \varepsilon \ a.s.
\]

Letting \( \varepsilon \to 0 \), it gives

\[
\limsup_{t \to \infty} \frac{1}{t} \log V(t, E(t), X(t)) \leq q \ a.s.
\]
Finally,
\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \limsup_{t \to \infty} \frac{1}{pt} \log \left[ e^{-\lambda (t + E(t))} V(t, E(t), X(t)) \right] \\
\leq \frac{q}{p} - \frac{\lambda}{p} \liminf_{t \to \infty} \frac{E(t)}{t} \leq -\frac{\lambda}{p} + \frac{q}{p} = -\frac{1}{p}(\lambda - q) \text{ a.s.}
\]
as required. The proof is complete. \hfill \Box

The following theorem gives a sufficient condition for a stochastic system which is almost surely exponentially unstable.

**Theorem 3.9.** Let Assumption 3.1 hold. Let \( V(t_1, t_2, x) \in C^{1,1,2} (\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}; \mathbb{R}_+) \) and \( \varphi(t) \) be a nonnegative predictable process, and \( p > 0, c_1 \geq 0, c_2 > 0, c_3 > 0, c_2 > \frac{c_3}{2} \), and \( \rho \geq 0, \gamma > 0 \). Assume that for all \( x_0 \neq 0 \) and \( t > 0 \),

1. \( |x|^p \geq V(t_1, t_2, x) \);
2. \( L_1 V(t_1, t_2, x) \geq c_1 \varphi(t) V(t_1, t_2, x) \);
3. \( L_2 V(t_1, t_2, x) \geq c_2 \varphi(t) V(t_1, t_2, x) \);
4. \( |V_x(t_1, t_2, x)| \sigma(t_1, t_2, x)^2 \geq c_3 \varphi(t) |V(t_1, t_2, x)|^2 \);
5. \( \liminf_{t \to \infty} \frac{1}{t} \int_0^t \varphi(s) dE(s) \geq \rho \text{ a.s.} \);
6. \( \liminf_{t \to \infty} \frac{1}{t} \int_0^t \varphi(s) ds \geq \gamma \text{ a.s.} \).

Then the solution of equation (2.1) satisfies
\[
\liminf_{t \to \infty} \frac{1}{t} \log |X(t)| \geq \frac{c_1 \gamma}{p} + \frac{1}{p}(c_2 - c_3) \rho \text{ a.s.}
\]

**Proof.** Fix \( x_0 \neq 0 \) arbitrarily. It is easy to deduce by time-changed Itô’s formula and conditions (2), (3), and (4) that
\[
\log V(t, E(t), X(t)) \geq \log V(0, 0, x_0) + c_1 \int_0^t \varphi(s) ds + c_2 \int_0^t \varphi(s) dE(s) - \frac{c_3}{2} \int_0^t \varphi(s) dE(s) + M(t), \tag{3.10}
\]
where \( M(t) \) has been defined in Theorem 3.4. Let \( k = 1, 2, \ldots \) and assign \( 0 < \epsilon < \frac{c_3}{c_3} - 1 \) arbitrarily. Applying Lemma 6.2 in [15] to the martingale \( -M(t) \) with \( q(t) = t, \tau_k = k, \gamma_k = \epsilon, \) and \( \theta = 2 \), we deduce that, for almost all \( \omega \in \Omega \), there exists an integer \( k_0(\omega) \) such that for all \( k > k_0 \)
\[
-M(t) \leq 2 \epsilon^{-1} \log k + \frac{\epsilon}{2} \langle M(t) \rangle \leq 2 \epsilon^{-1} \log k + \frac{\epsilon}{2} \int_0^t \frac{|V_x(t, E(t), X(t)) \sigma(t, E(t), X(t))|^2}{V^2(t, E(t), X(t))} dE(s)
\]
for all \( 0 \leq t \leq k \). Substituting this into (3.10) and using condition (4) one obtains
\[
\log V(t, E(t), X(t)) \geq \log V(0, 0, x_0) + c_1 \int_0^t \varphi(s) ds + \left( c_2 - \frac{c_3}{2} \right) \int_0^t \varphi(s) dE(s) - 2 \epsilon^{-1} \log k \\
- \frac{\epsilon}{2} \int_0^t \frac{|V_x(t, E(t), X(t)) \sigma(t, E(t), X(t))|^2}{V^2(t, E(t), X(t))} dE(s)
\]
\[
\geq \log V(0, 0, x_0) + c_1 \int_0^t \varphi(s) ds + \left( c_2 - \frac{1 + \epsilon}{2} c_3 \right) \int_0^t \varphi(s) dE(s) - 2 \epsilon^{-1} \log k
\]
for all \( 0 \leq t \leq k, k > k_0 \) almost surely. This, together with conditions (1), (5), and (6), implies
\[
\liminf_{t \to \infty} \frac{1}{t} \log |X(t)| \geq \frac{c_1 \gamma}{p} + \frac{1}{p} \left( c_2 - \frac{1 + \epsilon}{2} c_3 \right) \rho \text{ a.s.}
\]
Since \( \epsilon \) is arbitrary, the conclusion follows and the proof is complete. \hfill \Box
4. An illustrative example

In this section, we consider an example to verify the stability of time-changed SDEs. We assume that all coefficients of SDEs satisfy Assumptions 2.1, 2.2, and 3.1.

Example 4.1. Consider a one-dimensional inhomogeneous linear SDE driven by time-changed Brownian motion

\[ dX(t) = -\alpha X(t)dt + \beta X(t)dE(t) + \sigma X(t)dB(E(t)), \]

where \( \alpha, \beta, \sigma > 0 \). In the following section, we will analyse the almost sure exponential stability of (4.1). Taking Lyapunov function \( V(t, t, X) = |X|^2 \), we have

\[
\begin{align*}
L_1 V(t, E(t), X(t)) &= -2\alpha |X(t)|^2 = -2\alpha V(t, E(t), X(t)), \\
L_2 V(t, E(t), X(t)) &= (2\beta + \sigma^2)|X(t)|^2 = (2\beta + \sigma^2)V(t, E(t), X(t))
\end{align*}
\]

and

\[
|V_x(t, E(t), X(t))\sigma(t, E(t), X(t))|^2 = 4\sigma^2|X(t)|^2 = 4\sigma^2|V(t, E(t), X(t))|^2.
\]

Let \( p = 2, c_1 = 2\alpha, c_2 = 2\beta + \sigma^2, c_3 = 4\sigma^2, \gamma = 1 \). Therefore, if \( \sigma^2 > 2\beta \), applying Theorem 3.5, we obtain

\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq -\alpha - \frac{1}{2}(\sigma^2 - 2\beta) \rho \text{ a.s.,}
\]

that is to say, the solution of (4.1) is almost surely exponentially stable.
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