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#### Abstract

The aim of this paper is to present some fixed point results for C-class functions in the setting of b-metric spaces. Moreover, some examples are given to support the main results. In addition, by using our results, we obtain the existence and uniqueness of solution to differential or integral equation. Furthermore, for the differential equation, we provide the precise mathematical expression of solution. © 2017 All rights reserved.
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## 1. Introduction

In the development of nonlinear analysis, fixed point theory occupies a prominent place in many aspects. It has been used in different branches of engineering and sciences. In particular, the famous Banach contraction principle, is very popular tool of mathematics in solving a great deal of problems in several branches of mathematics such as variational and linear inequalities, differentio-integral equation, and approximation theory. To overcome the problem of measure and the convergence induced by measurable functions, Bakhtin [5] or Czerwik [7] introduced an extension of metric space, which is called b-metric space or metric type space, and proved a more general Banach contraction principle in such space. Since then, many authors have been interested in investigating fixed point theorems for single-valued and setvalued mappings in b-metric spaces (see $[2,6,8,9,11-17,19-23]$ ). On the other hand, Khan et al. [10] introduced the concept of altering distance function, which is a control function that alters distance between two points in a metric space. Some mappings will become weak if they act with altering distance functions. Afterwards, many mathematicians obtained fixed point theorems associated with altering distance functions (see [13, 20-23]). Recently, Ansari [3] introduced C-class function in metric spaces and

[^0]obtained some fixed point results. Subsequently, many scholars were interested in fixed point theorems for C-class function (see [4, 13, 18]). Throughout this paper, inspired and motivated by previous results in the existing literature, we give several fixed point results for C -class functions in b-metric spaces. Our results are straightforward and our proofs avoid the problem of discontinuity of b-metric. Yet, in some previous results, the authors had to utilize the so-called famous lemma because of the problem of discontinuity of b-metric. Moreover, we provide two examples to support our main assertions. Otherwise, we apply our results to prove the existence and uniqueness of a solution to ordinary differential equation with initial value conditions. Further, we give the concrete mathematical expression of solution to such equation. In addition, we deal with the existence and uniqueness of a solution to a class of nonlinear integral equations.

In the sequel, we always denote by $\mathbb{N}, \mathbb{R}$, and $\mathbb{R}^{+}$the set of positive integers, real numbers, and nonnegative real numbers, respectively. The following definitions and results will be useful for proving our main results.

Definition 1.1 ( $[5,7]$ ). Let $X$ be a (nonempty) set and $s \geqslant 1$ be a given real number. A function $d: X \times X \rightarrow$ $\mathbb{R}^{+}$is called a $b$-metric on $X$ if, for all $x, y, z \in X$, the following conditions hold:
(b1) $d(x, y)=0$ if and only if $x=y$;
(b2) $d(x, y)=d(y, x)$;
(b3) $\mathrm{d}(\mathrm{x}, \mathrm{z}) \leqslant \mathrm{s}[\mathrm{d}(\mathrm{x}, \mathrm{y})+\mathrm{d}(\mathrm{y}, \mathrm{z})]$.
In this case, the pair $(X, d)$ is called a $b$-metric space.
It is evident that the class of $b$-metric space is larger than that of metric space since any metric space is a b-metric space with $s=1$. The following examples show that, in general, a b-metric space is not necessarily a metric space.

Example 1.2 ( $[14,20,21])$. Let ( $X, d$ ) be a metric space and $\sigma_{d}: X \times X \rightarrow \mathbb{R}^{+}$be defined by

$$
\sigma_{d}(x, y)=[d(x, y)]^{p} \text { for all } x, y \in X,
$$

where $p>1$ is a fixed real number. Then $\left(X, \sigma_{d}\right)$ is a b-metric space with coefficient $s=2^{p-1}$.
In the following examples, we improve the coefficient of b-metric space in several papers (see [6, 11, 2023]). As a matter of fact, we replace the coefficient $s=2^{\frac{1}{p}}$ by $s=2^{\frac{1}{p}-1}$.

Example 1.3. Let $0<p<1$ and define $L_{p}[a, b]$ by

$$
\mathrm{L}_{\mathrm{p}}[\mathrm{a}, \mathrm{~b}]:=\left\{\left.x(\mathrm{t})\left|\int_{\mathrm{a}}^{\mathrm{b}}\right| x(\mathrm{t})\right|^{\mathrm{p}} \mathrm{dt}<\infty\right\}
$$

where the mapping $d: L_{p}[a, b] \times L_{p}[a, b] \rightarrow \mathbb{R}^{+}$is defined by

$$
d(x, y)=\left(\int_{a}^{b}|x(t)-y(t)|^{p} d t\right)^{\frac{1}{p}}
$$

for each $x=x(t), y=y(t) \in L_{p}[a, b]$. Then $\left(L_{p}[a, b], d\right)$ is a b-metric space with coefficient $s=2^{\frac{1}{p}-1}$.
In fact, we only need to prove that condition (b3) in Definition 1.1 holds. To this end, let $x=x(t)$, $y=y(t), z=z(t)$, we show that

$$
\begin{equation*}
\left(\int_{a}^{b}|x(t)-z(t)|^{p} d t\right)^{\frac{1}{p}} \leqslant 2^{\frac{1}{p}-1}\left[\left(\int_{a}^{b}|x(t)-y(t)|^{p} d t\right)^{\frac{1}{p}}+\left(\int_{a}^{b}|y(t)-z(t)|^{p} d t\right)^{\frac{1}{p}}\right] . \tag{1.1}
\end{equation*}
$$

Denote $u(t)=x(t)-y(t), v(t)=y(t)-z(t)$, then $x(t)-z(t)=u(t)+v(t)$, so (1.1) becomes

$$
\begin{equation*}
\left(\int_{a}^{b}|u(t)+v(t)|^{p} d t\right)^{\frac{1}{p}} \leqslant 2^{\frac{1}{p}-1}\left[\left(\int_{a}^{b}|u(t)|^{p} d t\right)^{\frac{1}{p}}+\left(\int_{a}^{b}|v(t)|^{p} d t\right)^{\frac{1}{p}}\right] \tag{1.2}
\end{equation*}
$$

Next we prove (1.2). Noticing the following inequalities,

$$
\begin{array}{ll}
(a+b)^{p} \leqslant a^{p}+b^{p} & (a, b \geqslant 0,0<p \leqslant 1) \\
(a+b)^{p} \leqslant 2^{p-1}\left(a^{p}+b^{p}\right) & (a, b \geqslant 0, p \geqslant 1)
\end{array}
$$

we have

$$
\begin{aligned}
\left(\int_{a}^{b}|u(t)+v(t)|^{p} d t\right)^{\frac{1}{p}} & \leqslant\left(\int_{a}^{b}\left(|u(t)|+|v(t)|^{p} d t\right)^{\frac{1}{p}}\right. \\
& \leqslant\left(\int_{a}^{b}\left(|u(t)|^{p}+|v(t)|^{p}\right) d t\right)^{\frac{1}{p}} \\
& =\left(\int_{a}^{b}|u(t)|^{p} d t+\int_{a}^{b}|v(t)|^{p} d t\right)^{\frac{1}{p}} \\
& \leqslant 2^{\frac{1}{p}-1}\left[\left(\int_{a}^{b}|u(t)|^{p} d t\right)^{\frac{1}{p}}+\left(\int_{a}^{b}|v(t)|^{p} d t\right)^{\frac{1}{p}}\right]
\end{aligned}
$$

Similar to Example 1.3, we can easily get the following example.
Example 1.4. Let $0<p<1$ and define $l_{p}(\mathbb{R})$ by

$$
l_{p}(\mathbb{R}):=\left\{\left.\left\{x_{n}\right\} \subseteq \mathbb{R}\left|\sum_{n=1}^{\infty}\right| x_{n}\right|^{p}<\infty\right\}
$$

where the mapping $d: l_{p}(\mathbb{R}) \times l_{p}(\mathbb{R}) \rightarrow \mathbb{R}^{+}$is defined by

$$
d(x, y)=\left(\sum_{n=1}^{\infty}\left|x_{n}-y_{n}\right|^{p}\right)^{\frac{1}{p}}
$$

for each $x=\left\{x_{n}\right\}, y=\left\{y_{n}\right\} \in l_{p}(\mathbb{R})$. Then $\left(l_{p}(\mathbb{R}), d\right)$ is a b-metric space with coefficient $s=2^{\frac{1}{p}-1}$.
Example 1.5 ([20]). Let $X=\{0,1,2\}$ and define the mapping $d: X \times X \rightarrow \mathbb{R}^{+}$by

$$
\mathrm{d}(0,0)=\mathrm{d}(1,1)=\mathrm{d}(2,2)=0, \quad \mathrm{~d}(0,1)=\mathrm{d}(1,0)=\mathrm{d}(1,2)=\mathrm{d}(2,1)=1
$$

and

$$
\mathrm{d}(2,0)=\mathrm{d}(0,2)=\mathrm{m}
$$

where $m \geqslant 2$ is a real number. Then $(X, d)$ is a $b$-metric space with coefficient $s=\frac{m}{2}$.
Definition $1.6([20,21])$. Let $(X, d)$ be a $b$-metric space and $\left\{x_{n}\right\}$ a sequence in $X$. We say that
(1) $\left\{x_{n}\right\}$ b-converges to $x \in X$ if $d\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow \infty$;
(2) $\left\{x_{n}\right\}$ is a b-Cauchy sequence if $d\left(x_{m}, x_{n}\right) \rightarrow 0$ as $m, n \rightarrow \infty$;
(3) $(X, d)$ is b-complete if every b-Cauchy sequence in $X$ is b-convergent.

Each b-convergent sequence in a b-metric space has a unique limit and it is also a b-Cauchy sequence. Moreover, in general, a b-metric is not necessarily continuous. The following example illustrates this claim.

Example 1.7 ([8]). Let $X=\mathbb{N} \cup\{\infty\}$. Define a mapping $d: X \times X \rightarrow \mathbb{R}^{+}$as follows:

$$
d(m, n)= \begin{cases}0, & \text { if } m=n \\ \left|\frac{1}{m}-\frac{1}{n}\right|, & \text { if one of } m, n(m \neq n) \text { is even and the other is even or } \infty \\ 5, & \text { if one of } m, n(m \neq n) \text { is odd and the other is odd or } \infty \\ 2, & \text { others }\end{cases}
$$

It is not hard to verify that

$$
d(m, p) \leqslant \frac{5}{2}[d(m, n)+d(n, p)] \quad(m, n, p \in X)
$$

Then $(X, d)$ is a b-metric space with coefficient $s=\frac{5}{2}$. Choose $x_{n}=2 n(n \in \mathbb{N})$, then

$$
d\left(x_{n}, \infty\right)=\frac{1}{2 n} \rightarrow 0 \quad(n \rightarrow \infty)
$$

that is, $x_{n} \rightarrow \infty(n \rightarrow \infty)$. However, $d\left(x_{n}, 1\right)=2 \rightarrow 5=d(\infty, 1)(n \rightarrow \infty)$.
Definition 1.8 ([3]). A mapping $F: \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ is called a C-class function if
(i) $F(s, t) \leqslant s$ for all $s, t \geqslant 0$;
(ii) $F(s, t)=s$ implies that either $s=0$ or $t=0$ for all $s, t \geqslant 0$;
(iii) $F(s, t)$ is continuous on its variables $s, t \geqslant 0$.

Motivated by [4, Example 2.2] and [13, Example 1.10], we give the following example.
Example 1.9. Each of the following functions $F: \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a C-class function:
(1) $F(s, t)=s-t$;
(2) $F(s, t)=\ln \frac{t+e^{s}}{1+t}$;
(3) $F(s, t)=\ln \frac{1+e^{s}}{2}$;
(4) $\mathrm{F}(\mathrm{s}, \mathrm{t})=\lambda$ s, where $0<\lambda<1$;
(5) $F(s, t)=\frac{s}{(1+t)^{\alpha}}$, where $\alpha>0$;
(6) $F(s, t)=(s+\beta)^{\frac{1}{(1+t)^{\alpha}}}-\beta$, where $\alpha>0, \beta>1$;
(7) $F(s, t)=s \log _{t+a} a$, where $a>1$;
(8) $F(s, t)=s \varphi(t)$, where $\varphi: \mathbb{R}^{+} \rightarrow[0,1]$ is a continuous function such that $\varphi(t)=1 \Leftrightarrow t=0$;
(9) $F(s, t)=s-\varphi(t)$, where $\varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a continuous function such that $\varphi(t)=0 \Leftrightarrow t=0$;
(10) $F(s, t)=\operatorname{sh}(s, t)$, where $h: \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a continuous function such that $h(s, t)<1$ for all $s, t \geqslant 0$.

In 1984, Khan et al. [10] introduced altering distance function as follows:
Definition 1.10 ([10]). A function $\varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is called an altering distance function if it satisfies the following axioms:
(i) $\varphi$ is nondecreasing and continuous;
(ii) $\varphi(t)=0$ if and only if $t=0$.

Example 1.11 ([20, 21]). Let $\varphi_{i}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}, i \in\{1,2, \ldots, 7\}$, be defined by
(1) $\varphi_{1}(t)=k t$, where $k>0$;
(2) $\varphi_{2}(\mathrm{t})=\mathrm{t}^{\alpha}$, where $\alpha>0$;
(3) $\varphi_{3}(t)=\sinh ^{-1} t$;
(4) $\varphi_{4}(t)=\cosh t-1$;
(5) $\varphi_{5}(\mathrm{t})=\mathrm{a}^{\mathrm{t}}-1$, where $\mathrm{a}>0$ and $a \neq 1$;
(6) $\varphi_{6}(t)=\ln (k t+1)$, where $k>0$;
(7) $\varphi_{7}(t)= \begin{cases}\frac{t}{3}, & \text { if } t \in[0,1], \\ t-\frac{2}{3}, & \text { if } t \in(1, \infty) .\end{cases}$

Then $\varphi_{i}(i=1,2, \ldots, 7)$ are altering distance functions.
For the sake of overcoming the problem of discontinuity for b-metric, the following lemma was often used by many authors (see [1, 15, 20-23]).
Lemma 1.12 ( $[1])$. Let ( $\mathrm{X}, \mathrm{d})$ be a b -metric space with coefficient $\mathrm{s} \geqslant 1$ and let $\left\{\mathrm{x}_{n}\right\}$ and $\left\{\mathrm{y}_{n}\right\}$ be b-convergent to points $x, y \in X$, respectively. Then we have

$$
\frac{1}{s^{2}} d(x, y) \leqslant \liminf _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right) \leqslant \limsup _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right) \leqslant s^{2} d(x, y)
$$

In particular, if $\mathrm{x}=\mathrm{y}$, then we have $\lim _{\mathrm{n} \rightarrow \infty} \mathrm{d}\left(\mathrm{x}_{\mathrm{n}}, \mathrm{y}_{\mathrm{n}}\right)=0$. Moreover, for each $\mathrm{z} \in \mathrm{X}$, we have

$$
\frac{1}{s} d(x, z) \leqslant \liminf _{n \rightarrow \infty} d\left(x_{n}, z\right) \leqslant \limsup _{n \rightarrow \infty} d\left(x_{n}, z\right) \leqslant s d(x, z) .
$$

## 2. Main results

Let $f: X \rightarrow X$ be a mapping. Assume that

$$
\begin{align*}
& M_{1}(x, y)= \max \left\{d(x, y), \frac{d(x, f x) d(y, f y)}{1+d(x, y)}, \frac{d(x, f x) d(y, f y)}{1+d(f x, f y)}\right\},  \tag{2.1}\\
& M_{2}(x, y)=\max \left\{d(x, y), \frac{d(x, f x) d(x, f y)+d(y, f y) d(y, f x)}{1+s[d(x, f x)+d(y, f y)]},\right. \\
&\left.\frac{d(x, f x) d(x, f y)+d(y, f y) d(y, f x)}{1+s[d(x, f y)+d(y, f x)]}\right\},  \tag{2.2}\\
& M_{3}(x, y)= \max \left\{d(x, y), \frac{d(x, f x) d(y, f y)}{1+s[d(x, y)+d(x, f y)+d(y, f x)]},\right.  \tag{2.3}\\
&\left.\frac{d(x, f y) d(x, y)}{1+s d(x, f x)+s^{3}[d(y, f x)+d(y, f y)]}\right\},
\end{align*}
$$

and

$$
\begin{equation*}
N(x, y)=\min \{d(x, f x), d(y, f y), d(x, f y), d(y, f x)\} \tag{2.4}
\end{equation*}
$$

Lemma 2.1. Let $(X, d)$ be a b-metric space with coefficient $s \geqslant 1$ and $f: X \rightarrow X$ be a mapping. Suppose that $\left\{\chi_{n}\right\}$ is a sequence in X induced by $\mathrm{x}_{\mathrm{n}+1}=\mathrm{f} \mathrm{x}_{\mathrm{n}}$ such that

$$
d\left(x_{n}, x_{n+1}\right) \leqslant k d\left(x_{n-1}, x_{n}\right)
$$

for all $n \in \mathbb{N}$, where $k \in[0,1)$ is a constant. Then $\left\{x_{n}\right\}$ is a b-Cauchy sequence.

Proof. Let $x_{0} \in X$ and $x_{n+1}=f x_{n}$ for all $n \in \mathbb{N} \cup\{0\}$. We divide the proof into three cases.
Case 1. Let $k \in\left[0, \frac{1}{s}\right)(s>1)$. By the hypothesis, we have

$$
d\left(x_{n}, x_{n+1}\right) \leqslant k d\left(x_{n-1}, x_{n}\right) \leqslant k^{2} d\left(x_{n-2}, x_{n-1}\right) \leqslant \cdots \leqslant k^{n} d\left(x_{0}, x_{1}\right) .
$$

Thus, for any $n>m$, we have

$$
\begin{aligned}
& d\left(x_{m}, x_{n}\right) \leqslant s\left[d\left(x_{m}, x_{m+1}\right)+d\left(x_{m+1}, x_{n}\right)\right] \\
& \leqslant s d\left(x_{m}, x_{m+1}\right)+s^{2}\left[d\left(x_{m+1}, x_{m+2}\right)+d\left(x_{m+2}, x_{n}\right)\right] \\
& \leqslant s d\left(x_{m}, x_{m+1}\right)+s^{2} d\left(x_{m+1}, x_{m+2}\right)+s^{3}\left[d\left(x_{m+2}, x_{m+3}\right)+d\left(x_{m+3}, x_{n}\right)\right] \\
& \leqslant s d\left(x_{m}, x_{m+1}\right)+s^{2} d\left(x_{m+1}, x_{m+2}\right)+s^{3} d\left(x_{m+2}, x_{m+3}\right) \\
& +\cdots+s^{n-m-1} d\left(x_{n-2}, x_{n-1}\right)+s^{n-m-1} d\left(x_{n-1}, x_{n}\right) \\
& \leqslant s k^{m} d\left(x_{0}, x_{1}\right)+s^{2} k^{m+1} d\left(x_{0}, x_{1}\right)+s^{3} k^{m+2} d\left(x_{0}, x_{1}\right) \\
& +\cdots+s^{n-m-1} k^{n-2} d\left(x_{0}, x_{1}\right)+s^{n-m-1} k^{n-1} d\left(x_{0}, x_{1}\right) \\
& \leqslant s k^{m}\left(1+s k+s^{2} k^{2}+\cdots+s^{n-m-2} k^{n-m-2}+s^{n-m-1} k^{n-m-1}\right) d\left(x_{0}, x_{1}\right) \\
& \leqslant s k^{m}\left[\sum_{i=0}^{\infty}(s k)^{i}\right] d\left(x_{0}, x_{1}\right) \\
& =\frac{s k^{m}}{1-s k} \mathrm{~d}\left(x_{0}, x_{1}\right) \rightarrow 0(m \rightarrow \infty),
\end{aligned}
$$

which implies that $\left\{x_{n}\right\}$ is a b-Cauchy sequence. In other words, $\left\{f^{n} x_{0}\right\}$ is a b-Cauchy sequence.
Case 2. Let $k \in\left[\frac{1}{s}, 1\right)(s>1)$. In this case, we have $k^{n} \rightarrow 0$ as $n \rightarrow \infty$, then there is $n_{0} \in \mathbb{N}$ such that $\mathrm{k}^{\mathfrak{n}_{0}}<\frac{1}{\mathrm{~s}}$. Thus, by Case 1 , we claim that

$$
\left\{\left(f^{n_{0}}\right)^{n} x_{0}\right\}_{n=0}^{\infty}:=\left\{x_{n_{0}}, x_{n_{0}+1}, x_{n_{0}+2}, \ldots, x_{n_{0}+n}, \ldots\right\}
$$

is a b-Cauchy sequence. Then

$$
\left\{x_{n}\right\}_{n=0}^{\infty}=\left\{x_{0}, x_{1}, x_{2}, \ldots, x_{n_{0}-1}\right\} \cup\left\{x_{n_{0}}, x_{n_{0}+1}, x_{n_{0}+2}, \ldots, x_{n_{0}+n}, \ldots\right\}
$$

is a b-Cauchy sequence in $X$.
Case 3. Let $s=1$, then ( $X, d$ ) is a metric space. In this case, the result is valid and hence we omit the proof.

Remark 2.2. Lemma 2.1 extends $k \in\left[0, \frac{1}{s}\right)$ to $k \in[0,1)$, and hence it generalizes [9, Lemma 3.1], [11, Lemma 2.19], and [19, Lemma 3.1].

Theorem 2.3. Let $(\mathrm{X}, \mathrm{d})$ be a b -complete b -metric space with coefficient $\mathrm{s}>1$ and $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping such that

$$
\begin{equation*}
\psi\left(s^{\alpha} d(f x, f y)\right) \leqslant F\left(\psi\left(M_{i}(x, y)\right), \varphi\left(M_{i}(x, y)\right)\right)+\beta N(x, y) \tag{2.5}
\end{equation*}
$$

for all $x, y \in X$, where $\alpha>0, \beta \geqslant 0$ are constants, $\psi, \varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$are altering distance functions, $F$ : $\mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a C-class function, and $M_{\mathfrak{i}}(\mathrm{x}, \mathrm{y})(\mathfrak{i}=1,2,3)$ and $\mathrm{N}(\mathrm{x}, \mathrm{y})$ are defined by (2.1)-(2.4). Then for each $\mathfrak{i} \in\{1,2,3\}, f$ has a unique fixed point in $X$. Moreover, for any $x \in X$, the iterative sequence $\left\{f^{n} x\right\}(n \in \mathbb{N})$ b -converges to the fixed point.

Proof. Choose $x_{0} \in X$ and construct a Picard iterative sequence $\left\{x_{n}\right\}$ by $x_{n+1}=f x_{n}(n \in \mathbb{N} \cup\{0\})$. If there exists $n_{0} \in \mathbb{N}$ such that $x_{n_{0}}=x_{n_{0}+1}$, then $x_{n_{0}}=x_{n_{0}+1}=f x_{n_{0}}$. In this case, $x_{n_{0}}$ is a fixed point of $f$. Next,
without loss of generality, let $x_{n} \neq x_{n+1}$ for all $n \in \mathbb{N} \cup\{0\}$. From (2.5), we have

$$
\begin{align*}
\psi\left(s^{\alpha} d\left(x_{n}, x_{n+1}\right)\right) & =\psi\left(s^{\alpha} d\left(f x_{n-1}, f x_{n}\right)\right) \\
& \leqslant F\left(\psi\left(M_{i}\left(x_{n-1}, x_{n}\right)\right), \varphi\left(M_{i}\left(x_{n-1}, x_{n}\right)\right)\right)+\beta N\left(x_{n-1}, x_{n}\right)  \tag{2.6}\\
& \leqslant \psi\left(M_{i}\left(x_{n-1}, x_{n}\right)\right)+\beta N\left(x_{n-1}, x_{n}\right)
\end{align*}
$$

where

$$
\begin{align*}
M_{1}\left(x_{n}, x_{n-1}\right) & =\max \left\{d\left(x_{n}, x_{n-1}\right), \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n-1}, x_{n}\right)}{1+d\left(x_{n}, x_{n-1}\right)}, \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n-1}, x_{n}\right)}{1+d\left(x_{n+1}, x_{n}\right)}\right\} \\
& \leqslant \max \left\{d\left(x_{n}, x_{n-1}\right), \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n-1}, x_{n}\right)}{d\left(x_{n}, x_{n-1}\right)}, \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n-1}, x_{n}\right)}{d\left(x_{n+1}, x_{n}\right)}\right\}  \tag{2.7}\\
& =\max \left\{d\left(x_{n}, x_{n-1}\right), d\left(x_{n}, x_{n+1}\right)\right\}
\end{align*}
$$

$$
\begin{align*}
& M_{2}\left(x_{n}, x_{n-1}\right) \\
& = \\
& =\max \left\{d\left(x_{n}, x_{n-1}\right), \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n}, x_{n}\right)+d\left(x_{n-1}, x_{n}\right) d\left(x_{n-1}, x_{n+1}\right)}{1+s\left[d\left(x_{n}, x_{n+1}\right)+d\left(x_{n-1}, x_{n}\right)\right]},\right. \\
& \left.\quad \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n}, x_{n}\right)+d\left(x_{n-1}, x_{n}\right) d\left(x_{n-1}, x_{n+1}\right)}{1+s\left[d\left(x_{n}, x_{n}\right)+d\left(x_{n-1}, x_{n+1}\right)\right]}\right\}  \tag{2.8}\\
& = \\
& \leqslant \max \left\{d\left(x_{n}, x_{n-1}\right), \frac{d\left(x_{n-1}, x_{n}\right) d\left(x_{n-1}, x_{n+1}\right)}{1+s\left[d\left(x_{n}, x_{n+1}\right)+d\left(x_{n-1}, x_{n}\right)\right]}, \frac{d\left(x_{n-1}, x_{n}\right) d\left(x_{n-1}, x_{n+1}\right)}{1+\operatorname{sd}\left(x_{n-1}, x_{n+1}\right)}\right\} \\
& \leqslant \\
& \leqslant \max \left\{d\left(x_{n}, x_{n-1}\right), \frac{s d\left(x_{n-1}, x_{n}\right)\left[d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, x_{n+1}\right)\right]}{1+s\left[d\left(x_{n}, x_{n+1}\right)+d\left(x_{n-1}, x_{n}\right)\right]}, \frac{d\left(x_{n-1}, x_{n}\right) d\left(x_{n-1}, x_{n+1}\right)}{s d\left(x_{n-1}, x_{n+1}\right)}\right\} \\
& \leqslant \\
& \leqslant \\
& \leqslant d\left(x_{n}, x_{n-1}\right),
\end{align*}
$$

$$
\begin{align*}
M_{3}\left(x_{n}, x_{n-1}\right)= & \max \left\{d\left(x_{n}, x_{n-1}\right), \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n-1}, x_{n}\right)}{1+s\left[d\left(x_{n}, x_{n-1}\right)+d\left(x_{n}, x_{n}\right)+d\left(x_{n-1}, x_{n+1}\right)\right]},\right. \\
& \left.\frac{d\left(x_{n}, x_{n}\right) d\left(x_{n}, x_{n-1}\right)}{1+s d\left(x_{n}, x_{n+1}\right)+s^{3}\left[d\left(x_{n-1}, x_{n+1}\right)+d\left(x_{n-1}, x_{n}\right)\right]}\right\} \\
= & \max \left\{d\left(x_{n}, x_{n-1}\right), \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n-1}, x_{n}\right)}{1+s\left[d\left(x_{n}, x_{n-1}\right)+d\left(x_{n-1}, x_{n+1}\right)\right]}, 0\right\}  \tag{2.9}\\
& \leqslant \max \left\{d\left(x_{n}, x_{n-1}\right), \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n-1}, x_{n}\right)}{d\left(x_{n}, x_{n-1}\right)}\right\} \\
= & \max \left\{d\left(x_{n}, x_{n-1}\right), d\left(x_{n}, x_{n+1}\right)\right\},
\end{align*}
$$

and

$$
\begin{align*}
N\left(x_{n}, x_{n-1}\right) & =\min \left\{d\left(x_{n}, f x_{n}\right), d\left(x_{n-1}, f x_{n-1}\right), d\left(x_{n}, f x_{n-1}\right), d\left(x_{n-1}, f x_{n}\right)\right\} \\
& =\min \left\{d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n}\right), 0, d\left(x_{n-1}, x_{n+1}\right)\right\}=0 . \tag{2.10}
\end{align*}
$$

Next we prove

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right) \leqslant \frac{1}{s^{\alpha}} d\left(x_{n-1}, x_{n}\right) \tag{2.11}
\end{equation*}
$$

for all $n \in \mathbb{N}$.

If $M_{i}=M_{1}$, then by (2.6), (2.7), and (2.10), it follows that

$$
\begin{equation*}
\psi\left(s^{\alpha} d\left(x_{n}, x_{n+1}\right)\right) \leqslant \psi\left(M_{1}\left(x_{n-1}, x_{n}\right)\right) \leqslant \psi\left(\max \left\{d\left(x_{n}, x_{n-1}\right), d\left(x_{n}, x_{n+1}\right)\right\}\right) . \tag{2.12}
\end{equation*}
$$

Since $\psi$ is monotone, then it is easy to see from (2.12) that

$$
\begin{equation*}
s^{\alpha} d\left(x_{n}, x_{n+1}\right) \leqslant \max \left\{d\left(x_{n}, x_{n-1}\right), d\left(x_{n}, x_{n+1}\right)\right\} . \tag{2.13}
\end{equation*}
$$

If $d\left(x_{n}, x_{n-1}\right)<d\left(x_{n}, x_{n+1}\right)$, then by (2.13) it yields that

$$
d\left(x_{n}, x_{n+1}\right)<\frac{1}{s^{\alpha}} d\left(x_{n}, x_{n+1}\right)<d\left(x_{n}, x_{n+1}\right) .
$$

This is a contradiction. Hence, $d\left(x_{n}, x_{n-1}\right) \geqslant d\left(x_{n}, x_{n+1}\right)$. Again by (2.13), it implies (2.11).
If $M_{i}=M_{2}$, then by (2.6), (2.8), and (2.10), it is obvious that

$$
\psi\left(s^{\alpha} d\left(x_{n}, x_{n+1}\right)\right) \leqslant \psi\left(M_{2}\left(x_{n-1}, x_{n}\right)\right) \leqslant \psi\left(d\left(x_{n}, x_{n-1}\right)\right) .
$$

Again by the monotonicity of $\psi,(2.11)$ holds.
If $M_{i}=M_{3}$, then by (2.6), (2.9), and (2.10) together with the case of $M_{i}=M_{1}$ mentioned above, we get (2.11).

As a consequence, by (2.11) and Lemma 2.1, we say $\left\{x_{n}\right\}$ is a b-Cauchy sequence. Since $(X, d)$ is $b$-complete, then $x_{n} \rightarrow u(n \rightarrow \infty)$ for some $u \in X$.

Subsequently, we prove that $u$ is a fixed point of $f$. As a matter of fact, by the triangle inequality, we have

$$
\begin{equation*}
\frac{1}{s} d(u, f u) \leqslant d\left(u, x_{n+1}\right)+d\left(f x_{n}, f u\right) . \tag{2.14}
\end{equation*}
$$

Now by (2.5), we arrive at

$$
\begin{equation*}
\psi\left(s^{\alpha} d\left(f x_{n}, f u\right)\right) \leqslant F\left(\psi\left(M_{i}\left(x_{n}, u\right)\right), \varphi\left(M_{i}\left(x_{n}, u\right)\right)\right)+\beta N\left(x_{n}, u\right), \tag{2.15}
\end{equation*}
$$

where

$$
\begin{align*}
& M_{1}\left(x_{n}, u\right)=\max \left\{d\left(x_{n}, u\right), \frac{d\left(x_{n}, x_{n+1}\right) d(u, f u)}{1+d\left(x_{n}, u\right)}, \frac{d\left(x_{n}, x_{n+1}\right) d(u, f u)}{1+d\left(x_{n+1}, f u\right)}\right\}  \tag{2.16}\\
& \rightarrow \max \{0,0,0\}=0(n \rightarrow \infty), \\
& M_{2}\left(x_{n}, u\right)= \max \left\{d\left(x_{n}, u\right), \frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n}, f u\right)+d(u, f u) d\left(u, x_{n+1}\right)}{1+s\left[d\left(x_{n}, x_{n+1}\right)+d(u, f u)\right]},\right. \\
&\left.\frac{d\left(x_{n}, x_{n+1}\right) d\left(x_{n}, f u\right)+d(u, f u) d\left(u, x_{n+1}\right)}{1+s\left[d\left(x_{n}, f u\right)+d\left(u, x_{n+1}\right)\right]}\right\} \\
& \leqslant \max \left\{d\left(x_{n}, u\right), d\left(x_{n}, x_{n+1}\right) s\left[d\left(x_{n}, u\right)+d(u, f u)\right]+d(u, f u) d\left(u, x_{n+1}\right),\right.  \tag{2.17}\\
&\left.d\left(x_{n}, x_{n+1}\right) s\left[d\left(x_{n}, u\right)+d(u, f u)\right]+d(u, f u) d\left(u, x_{n+1}\right)\right\} \\
& \rightarrow \max \{0,0 \cdot s[0+d(u, f u)]+d(u, f u) \cdot 0,0 \cdot s[0+d(u, f u)]+d(u, f u) \cdot 0\} \\
&=0(n \rightarrow \infty), \\
& M_{3}\left(x_{n}, u\right) \leqslant \max \left\{d\left(x_{n}, u\right), d\left(x_{n}, x_{n+1}\right) d(u, f u), s\left[d\left(x_{n}, u\right)+d(u, f u)\right] d\left(x_{n}, u\right)\right\} \\
& \rightarrow \max \{0,0 \cdot d(u, f u), s \cdot[0+d(u, f u)] \cdot 0\}=0(n \rightarrow \infty), \tag{2.18}
\end{align*}
$$

and

$$
\begin{align*}
N\left(x_{n}, u\right) & =\min \left\{d\left(x_{n}, x_{n+1}\right), d(u, f u), d\left(x_{n}, f u\right), d\left(u, x_{n+1}\right)\right\} \\
& \leqslant \min \left\{d\left(x_{n}, x_{n+1}\right), d(u, f u), s\left[d\left(x_{n}, u\right)+d(u, f u)\right], d\left(u, x_{n+1}\right)\right\}  \tag{2.19}\\
& \rightarrow \min \{0, d(u, f u), s d(u, f u), 0\}=0(n \rightarrow \infty) .
\end{align*}
$$

In view of the continuity of $F, \psi$, and $\varphi$, take the limit as $n \rightarrow \infty$ from both sides of (2.15), it follows
immediately from (2.15)-(2.19) that

$$
\begin{align*}
\psi\left(s^{\alpha} \lim _{n \rightarrow \infty} d\left(f x_{n}, f u\right)\right) & \leqslant F\left(\psi\left(\lim _{n \rightarrow \infty} M_{i}\left(x_{n}, u\right)\right), \varphi\left(\lim _{n \rightarrow \infty} M_{i}\left(x_{n}, u\right)\right)\right)+\beta \lim _{n \rightarrow \infty} N\left(x_{n}, u\right)  \tag{2.20}\\
& \leqslant F(\psi(0), \varphi(0)) \leqslant \psi(0)
\end{align*}
$$

By (2.20) and the monotonicity of $\psi$, we deduce that

$$
s^{\alpha} \lim _{n \rightarrow \infty} d\left(f x_{n}, f u\right) \leqslant 0,
$$

which means that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(f x_{n}, f u\right)=0 \tag{2.21}
\end{equation*}
$$

Taking the limit as $n \rightarrow \infty$ from both sides of (2.14) and using (2.21), we conclude that $\frac{1}{s} d(u, f u) \leqslant 0$. So $u=f u$. That is, $u$ is a fixed point of $f$.

Finally, we prove that the fixed point of $f$ is unique. To this end, suppose that $f$ has another fixed point $v$, i.e., $v=\mathrm{f} v$. Then by (2.5), it is clear that

$$
\begin{equation*}
\psi\left(s^{\alpha} d(f u, f v)\right) \leqslant F\left(\psi\left(M_{i}(u, v)\right), \varphi\left(M_{i}(u, v)\right)\right)+\beta N(u, v) \tag{2.22}
\end{equation*}
$$

where

$$
\begin{align*}
M_{1}(u, v)= & \max \left\{d(u, v), \frac{d(u, f u) d(v, f v)}{1+d(u, v)}, \frac{d(u, f u) d(v, f v)}{1+d(f u, f v)}\right\}=d(u, v),  \tag{2.23}\\
M_{2}(u, v)= & \max \left\{d(u, v), \frac{d(u, f u) d(u, f v)+d(v, f v) d(v, f u)}{1+s[d(u, f u)+d(v, f v)]},\right.  \tag{2.24}\\
& \left.\frac{d(u, f u) d(u, f v)+d(v, f v) d(v, f u)}{1+s[d(u, f v)+d(v, f u)]}\right\}=d(u, v), \\
M_{3}(u, v)= & \max \left\{d(u, v), \frac{d(u, f u) d(v, f v)}{1+s[d(u, v)+d(u, f v)+d(v, f u)]},\right.  \tag{2.25}\\
& \left.\frac{d(u, f v) d(u, v)}{1+s d(u, f u)+s^{3}[d(v, f u)+d(v, f v)]}\right\}=d(u, v),
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{N}(u, v)=\min \{d(u, f u), d(v, f v), d(u, f v), d(v, f u)\}=0 \tag{2.26}
\end{equation*}
$$

By (2.22)-(2.26), it may be verified that

$$
\begin{equation*}
\psi\left(s^{\alpha} d(u, v)\right) \leqslant F(\psi(d(u, v)), \varphi(d(u, v))) \leqslant \psi(d(u, v)) \tag{2.27}
\end{equation*}
$$

By virtue of (2.27) and the monotonicity of $\psi$, it follows that

$$
s^{\alpha} d(u, v) \leqslant d(u, v)
$$

Therefore, $\mathrm{d}(u, v)=0$, i.e., $u=v$.
Corollary 2.4. Let $(\mathrm{X}, \mathrm{d})$ be a b -complete b -metric space with coefficient $\mathrm{s}>1$ and $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping such that

$$
\psi\left(s^{\alpha} d(f x, f y)\right) \leqslant \psi\left(M_{i}(x, y)\right)-\varphi\left(M_{\mathfrak{i}}(x, y)\right)+\beta N(x, y)
$$

for all $x, y \in X$, where $\alpha>0, \beta \geqslant 0$ are constants, $\psi, \varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$are altering distance functions, and $M_{i}(x, y)(i=1,2,3)$ and $N(x, y)$ are defined by (2.1)-(2.4). Then for each $i \in\{1,2,3\}$, $f$ has a unique fixed point in $X$. Moreover, for any $x \in X$, the iterative sequence $\left\{f^{n} x\right\}(n \in \mathbb{N}) b$-converges to the fixed point.

Proof. Taking $\mathrm{F}(\mathrm{s}, \mathrm{t})=\mathrm{s}-\mathrm{t}(\mathrm{s}, \mathrm{t} \geqslant 0)$ in Theorem 2.3, we obtain the desired result.
Corollary 2.5. Let ( $\mathrm{X}, \mathrm{d}$ ) be a b-complete b -metric space with coefficient $\mathrm{s}>1$ and $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping such that

$$
\psi\left(s^{\alpha} d(f x, f y)\right) \leqslant \psi\left(M_{i}(x, y)\right) \phi\left(\varphi\left(M_{i}(x, y)\right)\right)+\beta N(x, y)
$$

for all $x, y \in X$, where $\alpha>0, \beta \geqslant 0$ are constants, $\psi, \varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$are altering distance functions, $\phi: \mathbb{R}^{+} \rightarrow$ $[0,1)$ is a continuous function, and $M_{i}(x, y)(i=1,2,3)$ and $N(x, y)$ are defined by (2.1)-(2.4). Then for each $\mathfrak{i} \in\{1,2,3\}$, f has a unique fixed point in X . Moreover, for any $\mathrm{x} \in \mathrm{X}$, the iterative sequence $\left\{\mathrm{f}^{\mathrm{n}} \mathrm{x}\right\}(\mathrm{n} \in \mathbb{N})$ b-converges to the fixed point.

Proof. Take $\mathrm{F}(\mathrm{s}, \mathrm{t})=s \phi(\mathrm{t})(\mathrm{s}, \mathrm{t} \geqslant 0)$ in Theorem 2.3, the proof is completed.
Corollary 2.6. Let ( $\mathrm{X}, \mathrm{d}$ ) be a b-complete b-metric space with coefficient $\mathrm{s}>1$ and $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping such that

$$
s^{\alpha} d(f x, f y) \leqslant \theta\left(M_{i}(x, y)\right)+\beta N(x, y)
$$

for all $x, y \in X$, where $\alpha>0, \beta \geqslant 0$ are constants, $\theta: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a continuous function satisfying $\theta(t)<t$ for all $\mathrm{t}>0$, and $\mathrm{M}_{\mathfrak{i}}(\mathrm{x}, \mathrm{y})(\mathfrak{i}=1,2,3)$ and $\mathrm{N}(\mathrm{x}, \mathrm{y})$ are defined by (2.1)-(2.4). Then for each $\mathrm{i} \in\{1,2,3\}, \mathrm{f}$ has a unique fixed point in $X$. Moreover, for any $x \in X$, the iterative sequence $\left\{f^{n} x\right\}(n \in \mathbb{N}) b$-converges to the fixed point.
Proof. Take $\mathrm{F}(\mathrm{s}, \mathrm{t})=\theta(\mathrm{s})(\mathrm{s}, \mathrm{t} \geqslant 0)$ and $\psi(\mathrm{t})=\mathrm{t}(\mathrm{t} \geqslant 0)$ in Theorem 2.3, the proof is finished.
Corollary 2.7. Let $(\mathrm{X}, \mathrm{d})$ be a b-complete b -metric space with coefficient $\mathrm{s}>1$ and $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping such that

$$
s^{\alpha} d(f x, f y) \leqslant \frac{M_{\mathfrak{i}}(x, y)}{1+M_{\mathfrak{i}}(x, y)}
$$

for all $x, y \in X$, where $\alpha>0$ is a constant, and $M_{i}(x, y)(\mathfrak{i}=1,2,3)$ are defined by (2.1)-(2.3). Then for each $\mathfrak{i} \in\{1,2,3\}$, f has a unique fixed point in X . Moreover, for any $\mathrm{x} \in \mathrm{X}$, the iterative sequence $\left\{\mathrm{f}^{\mathrm{n}} \mathrm{x}\right\}(\mathrm{n} \in \mathbb{N})$ b -converges to the fixed point.

Proof. Take $\theta(s)=\frac{s}{1+s}(s \geqslant 0)$ and $\beta=0$ in Corollary 2.6, the claim holds.
Corollary 2.8. Let ( $\mathrm{X}, \mathrm{d}$ ) be a b-complete b-metric space with coefficient $\mathrm{s}>1$ and $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping such that

$$
s^{\alpha} d(f x, f y) \leqslant \ln \left(1+M_{i}(x, y)\right)
$$

for all $x, y \in X$, where $\alpha>0$ is a constant, and $M_{i}(x, y)(i=1,2,3)$ are defined by (2.1)-(2.3). Then for each $\mathfrak{i} \in\{1,2,3\}, f$ has a unique fixed point in X . Moreover, for any $\mathrm{x} \in \mathrm{X}$, the iterative sequence $\left\{\mathrm{f}^{\mathrm{n}} \mathrm{x}\right\}(\mathrm{n} \in \mathbb{N})$ $b$-converges to the fixed point.

Proof. Take $\theta(s)=\ln (1+s)(s \geqslant 0)$ and $\beta=0$ in Corollary 2.6, it finishes the proof.
Corollary 2.9. Let ( $\mathrm{X}, \mathrm{d}$ ) be a b -complete b -metric space with coefficient $\mathrm{s}>1$ and $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping such that

$$
s^{\alpha} d(f x, f y) \leqslant \lambda M_{i}(x, y)
$$

for all $x, y \in X$, where $\alpha>0$ and $0<\lambda<1$ are constants, and $M_{i}(x, y)(i=1,2,3)$ are defined by (2.1)-(2.3). Then for each $\mathfrak{i} \in\{1,2,3\}, f$ has a unique fixed point in $X$. Moreover, for any $x \in X$, the iterative sequence $\left\{f^{n} x\right\}(n \in \mathbb{N})$ b -converges to the fixed point.

Proof. Take $\theta(s)=\lambda s(s \geqslant 0)$ and $\beta=0$ in Corollary 2.6, this completes the proof.

Remark 2.10. Our theorems and corollaries contain weak conditions. The proof of Theorem 2.3 never use Lemma 1.12 since we dismiss the problem of whether the b-metric being continuous or discontinuous. However, some previous result strongly lies on the discontinuity of b-metric, and hence they frequently have to use Lemma 1.12 (see [1, 15, 20-23]).
Remark 2.11. In Theorem 2.3 and Corollaries 2.4-2.9, we assume that the range of the coefficient $\alpha$ is $\alpha>0$ instead of $\alpha>1$. In fact, by Lemma 2.1 and Remark $2.2, \alpha>0$ is sufficient.
Example 2.12. Let $X=\{1,2,4\}$, and define a mapping $d: X \times X \rightarrow \mathbb{R}^{+}$by

$$
d(x, y)= \begin{cases}|x-y|^{-1}, & \text { if } x \neq y \\ 0, & \text { if } x=y\end{cases}
$$

It is easy to see that $(X, d)$ is a b-complete b-metric space with coefficient $s=\frac{6}{5}$. Assume that $f: X \rightarrow X$ is a mapping such that $f 1=4, f 2=1, f 4=4$. Simple calculations show that $\operatorname{sd}(f x, f y) \leqslant \frac{4}{5} M_{i}(x, y)$ $(i=1,2,3)$ hold for all $x, y \in X$. Thus, all conditions of Corollary 2.9 are satisfied and then $f$ has a unique fixed point $x=4$ in $X$.
Example 2.13. Let $X$ be the set of Lebesgue measurable functions on $[0,1]$ such that $\int_{0}^{1} x(t) d t<1$. Define $\mathrm{d}: \mathrm{X} \times \mathrm{X} \rightarrow \mathbb{R}^{+}$by

$$
\mathrm{d}(\mathrm{x}, \mathrm{y})=\int_{0}^{1}|\mathrm{x}(\mathrm{t})-\mathrm{y}(\mathrm{t})|^{2} \mathrm{dt}
$$

Then $(X, d)$ is a b-complete b-metric space with coefficient $s=2$. Define the mapping $f: X \rightarrow X$ by

$$
\mathrm{fx}(\mathrm{t})=\frac{1}{2} \ln (1+|x(\mathrm{t})|) .
$$

Let $0<\alpha<2$ be a constant, then

$$
\begin{aligned}
s^{\alpha} d(f x, f y) & =2^{\alpha} \int_{0}^{1}|f x(t)-f y(t)|^{2} d t \\
& =2^{\alpha} \int_{0}^{1}\left|\frac{1}{2} \ln (1+|x(t)|)-\frac{1}{2} \ln (1+|y(t)|)\right|^{2} d t \\
& =2^{\alpha-2} \int_{0}^{1}\left|\ln \left(\frac{1+|x(t)|}{1+|y(t)|}\right)\right|^{2} d t \\
& =2^{\alpha-2} \int_{0}^{1}\left|\ln \left(1+\frac{|x(t)|-|y(t)|}{1+|y(t)|}\right)\right|^{2} d t \\
& \leqslant 2^{\alpha-2} \int_{0}^{1}\left|\ln \left(1+\frac{|x(t)-y(t)|}{1+|y(t)|}\right)\right|^{2} d t \\
& \leqslant 2^{\alpha-2} \int_{0}^{1}|x(t)-y(t)|^{2} d t=2^{\alpha-2} d(x, y) \leqslant 2^{\alpha-2} M_{i}(x, y)
\end{aligned}
$$

Consequently, all conditions of Corollary 2.9 are satisfied and then $f$ has a unique fixed point in $X$.

## 3. Applications

In this section, we first apply Theorem 2.3 to solve the second-order initial value problem:

$$
\left\{\begin{array}{l}
\frac{d^{2} y}{d x^{2}}+\phi_{1}(x) \frac{d y}{d x}+\phi_{2}(x) y=q(x), \quad x \in\left[0, x_{0}\right],  \tag{3.1}\\
y(0)=C_{0}, y^{\prime}(0)=C_{1},
\end{array}\right.
$$

where $\phi_{1}(x), \phi_{2}(x), q(x) \in C\left(\left[0, x_{0}\right]\right)$ (the set of all continuous real functions defined on $\left.\left[0, x_{0}\right]\right)$ are given, and $C_{0}, C_{1}$ are constants.

Theorem 3.1. Consider initial value problem (3.1), and set $M=\max _{0 \leqslant t, x \leqslant x_{0}}\left|\phi_{2}(x)(t-x)-\phi_{1}(x)\right|$. If $2^{\alpha} x_{0}{ }^{2} M^{2}<1$ is satisfied for some $\alpha>0$, then (3.1) has a unique solution in $\mathrm{C}\left(\left[0, x_{0}\right]\right)$. Further, the solution is written as follows:

$$
y=\sum_{n=0}^{\infty} \int_{0}^{x}(x-t) u_{n}(t) d t+C_{1} x+C_{0}
$$

where

$$
\begin{aligned}
u_{0}(x) & =q(x)-C_{1} \phi_{1}(x)-C_{1} x \phi_{2}(x)-C_{0} \phi_{2}(x), \\
u_{n}(x) & =\int_{0}^{x}\left[\phi_{2}(x)(t-x)-\phi_{1}(x)\right] u_{n-1}(t) d t, \quad n=1,2, \ldots
\end{aligned}
$$

Proof. Put $\mathfrak{u}(x)=\frac{d^{2} y}{d x^{2}}, p(x)=\frac{d y}{d x}$, then $\mathfrak{u}(x), p(x) \in C\left(\left[0, x_{0}\right]\right)$. Considering the initial conditions, we get that

$$
\begin{align*}
\frac{d y}{d x} & =\int_{0}^{x} u(t) d t+C_{1},  \tag{3.2}\\
y=\int_{0}^{x} p(s) d s+C_{0} & =\int_{0}^{x}\left[\int_{0}^{s} u(t) d t+C_{1}\right] d s+C_{0} \\
& =\int_{0}^{x} \int_{0}^{s} u(t) d t d s+C_{1} x+C_{0}  \tag{3.3}\\
& =\int_{0}^{x} d t \int_{t}^{x} u(t) d s+C_{1} x+C_{0}=\int_{0}^{x}(x-t) u(t) d t+C_{1} x+C_{0} .
\end{align*}
$$

Substituting (3.2) and (3.3) into (3.1), we obtain that (3.1) is equivalent to the following Volterra type integral equation:

$$
\mathfrak{u}(x)=\int_{0}^{x} K(x, t) u(t) d t+Q(x),
$$

where $K(x, t)=\phi_{2}(x)(t-x)-\phi_{1}(x), Q(x)=q(x)-C_{1} \phi_{1}(x)-C_{1} x \phi_{2}(x)-C_{0} \phi_{2}(x)$.
Let $X=C\left(\left[0, x_{0}\right]\right)$. Put $d: X \times X \rightarrow \mathbb{R}^{+}$as $d(u, v)=\max _{0 \leqslant x \leqslant x_{0}}|u(x)-v(x)|^{2}$. It is clear that $(X, d)$ is a $b$-complete b-metric space with coefficient $s=2$.

Define a mapping $f: X \rightarrow X$ by

$$
\mathfrak{f u}(x)=\int_{0}^{x} K(x, t) \mathfrak{u}(t) d t+Q(x) .
$$

For any $u, v \in C\left(\left[0, x_{0}\right]\right)$, we have

$$
\begin{align*}
d(f u, f v) & =\max _{0 \leqslant x \leqslant x_{0}}\left|\int_{0}^{x} K(x, t) u(t) d t-\int_{0}^{x} K(x, t) v(t) d t\right|^{2} \\
& =\max _{0 \leqslant x \leqslant x_{0}}\left|\int_{0}^{x} K(x, t)[u(t)-v(t)] d t\right|^{2}  \tag{3.4}\\
& \leqslant x_{0}{ }^{2} M^{2} \max _{0 \leqslant t \leqslant x_{0}}|u(t)-v(t)|^{2} \\
& =x_{0}{ }^{2} M^{2} d(u, v) .
\end{align*}
$$

Let $\psi(t)=\frac{1}{s^{\alpha}} t(t \geqslant 0), F(\xi, \eta)=s^{\alpha} x_{0}{ }^{2} M^{2} \xi(\xi, \eta \geqslant 0)$, then $\psi$ is an altering distance function and $F$ is
a C-class function because of $s^{\alpha} x_{0}{ }^{2} M^{2}=2^{\alpha} x_{0}{ }^{2} M^{2}<1$. Otherwise, by (3.4), we have

$$
\begin{aligned}
\psi\left(s^{\alpha} d(f u, f v)\right) & =d(f u, f v) \\
& \leqslant x_{0}{ }^{2} M^{2} d(u, v) \\
& =s^{\alpha} x_{0}{ }^{2} M^{2} \psi(d(u, v)) \\
& \leqslant s^{\alpha} x_{0}{ }^{2} M^{2} \psi\left(M_{i}(u, v)\right) \\
& =F\left(\psi\left(M_{i}(x, y)\right), \varphi\left(M_{i}(x, y)\right)\right)+\beta N(x, y),
\end{aligned}
$$

where $\beta=0, \varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is any altering distance function.
Owing to the above statement, all conditions of Theorem 2.3 are satisfied, then by Theorem 2.3, f has a unique fixed point in $X$. That is to say, the initial value problem (3.1) has a unique solution in $C\left(\left[0, x_{0}\right]\right)$.

Eventually, we look for the expression of solution. To this end, take

$$
y_{n}(x)=\sum_{i=0}^{n} u_{i}(x), \quad x \in\left[0, x_{0}\right],
$$

where

$$
u_{0}(x)=Q(x), \quad u_{i}(x)=\int_{0}^{x} K(x, t) \mathfrak{u}_{\mathfrak{i}-1}(t) d t, \quad i=1,2, \ldots .
$$

Note that

$$
\begin{aligned}
y_{n+1}(x)=u_{0}(x)+\sum_{i=1}^{n+1} u_{i}(x) & =Q(x)+\sum_{i=1}^{n+1} \int_{0}^{x} K(x, t) u_{i-1}(t) d t \\
& =Q(x)+\int_{0}^{x}\left[K(x, t) \sum_{i=1}^{n+1} u_{i-1}(t)\right] d t \\
& =Q(x)+\int_{0}^{x}\left[K(x, t) \sum_{i=0}^{n} u_{i}(t)\right] d t \\
= & Q(x)+\int_{0}^{x} K(x, t) y_{n}(t) d t=f y_{n}(x)
\end{aligned}
$$

for any $n \in \mathbb{N}$, then $y_{n+1}=f y_{n}(n \in \mathbb{N})$ is a Picard iteration. By the process of proof of Theorem 2.3, we say that $\left\{y_{n}\right\} b$-converges to the fixed point $u(x)$ of $f$. In other words,

$$
\mathfrak{u}(x)=\lim _{n \rightarrow \infty} y_{n}(x)=\sum_{i=0}^{\infty} u_{i}(x)=\sum_{n=0}^{\infty} u_{n}(x) .
$$

Substituting $\mathfrak{u}(x)=\sum_{n=0}^{\infty} u_{n}(x)$ into (3.3), we claim that the solution of (3.1) is the following form:

$$
y=\sum_{n=0}^{\infty} \int_{0}^{x}(x-t) u_{n}(t) d t+C_{1} x+C_{0} .
$$

Secondly, we apply our fixed point results to prove the existence and uniqueness of a solution for the following nonlinear integral equation:

$$
\begin{equation*}
x(t)=\int_{a}^{t} k(s, x(s)) d s+h(t), \tag{3.5}
\end{equation*}
$$

where $t \in[a, b], a, b \in \mathbb{R}$ with $a<b, h:[a, b] \rightarrow \mathbb{R}$ is a given function, and $k:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is a given continuous mapping.

Theorem 3.2. Let $\mathrm{L}_{\mathrm{p}}[\mathrm{a}, \mathrm{b}]=\left\{\left.\mathrm{x}(\mathrm{t})\left|\int_{\mathrm{a}}^{\mathrm{b}}\right| \mathrm{x}(\mathrm{t})\right|^{\mathrm{p}} \mathrm{dt}<\infty\right\}(0<\mathrm{p}<1)$. Consider (3.5), suppose that the mapping k satisfies Hölder condition:

$$
\begin{equation*}
|k(s, x(s))-k(s, y(s))|<A|x(s)-y(s)|^{p} \tag{3.6}
\end{equation*}
$$

for all $x, y \in L_{p}[a, b]$, where $A>0$ is a constant such that $\frac{A}{2}(2 b-2 a)^{\frac{1}{p}}<1$. Then (3.5) has a unique solution in $\mathrm{L}_{\mathrm{p}}[\mathrm{a}, \mathrm{b}]$.

Proof. Let $X=L_{p}[a, b]$. Define a mapping $d: X \times X \rightarrow \mathbb{R}^{+}$by

$$
\begin{equation*}
d(x, y)=\left(\int_{a}^{b}|x(t)-y(t)|^{p} d t\right)^{\frac{1}{p}} \tag{3.7}
\end{equation*}
$$

for all $x, y \in X$. Then by Example 1.4, it ensures us that $(X, d)$ is a $b$-complete $b$-metric space with coefficient $s=2^{\frac{1}{p}-1}$. Define a mapping $f: X \rightarrow X$ by

$$
\begin{equation*}
f x(t)=\int_{a}^{t} k(s, x(s)) d s+h(t) \tag{3.8}
\end{equation*}
$$

for all $t \in[a, b]$. Then the existence of a solution of (3.5) is equivalent to the existence of fixed point of $f$.
Now we prove that $f$ has a unique fixed point in $X$. To this end, combining (3.6), (3.7), and (3.8), we have

$$
\begin{aligned}
d(f x, f y) & =\left(\int_{a}^{b}|f x(t)-f y(t)|^{p} d t\right)^{\frac{1}{p}} \\
& =\left(\int_{a}^{b}\left|\int_{a}^{t} k(s, x(s)) d s-\int_{a}^{t} k(s, y(s)) d s\right|^{p} d t\right)^{\frac{1}{p}} \\
& =\left(\int_{a}^{b}\left|\int_{a}^{t}[k(s, x(s))-k(s, y(s))] d s\right|^{p} d t\right)^{\frac{1}{p}} \\
& \leqslant\left(\int_{a}^{b}\left[\int_{a}^{t}|k(s, x(s))-k(s, y(s))| d s\right]^{p} d t\right)^{\frac{1}{p}} \\
& \leqslant\left(\int_{a}^{b}\left[\int_{a}^{t} A|x(s)-y(s)|^{p} d s\right]^{p} d t\right)^{\frac{1}{p}} \\
& \leqslant\left(\int_{a}^{b} A^{p}\left[\int_{a}^{b}|x(s)-y(s)|^{p} d s\right]^{p} d t\right)^{\frac{1}{p}} \\
& =\left(\int_{a}^{b} A^{p}[d(x, y)]^{p^{2}} d t\right)^{\frac{1}{p}} \\
& =A(b-a)^{\frac{1}{p}[d(x, y)]^{p} .}
\end{aligned}
$$

Accordingly, we have

$$
\begin{equation*}
[s d(f x, f y)]^{p} \leqslant s d(f x, f y) \leqslant A s(b-a)^{\frac{1}{p}}[d(x, y)]^{p} \tag{3.9}
\end{equation*}
$$

Let $\psi(t)=t^{p}(t \geqslant 0)$, then $\psi$ is an altering distance function. Define $F(u, v)=A s(b-a)^{\frac{1}{p}} u(u, v \geqslant 0)$.

Since $A s(b-a)^{\frac{1}{p}}=\frac{A}{2}(2 b-2 a)^{\frac{1}{p}}<1$, then $F$ is a C-class function. Otherwise, by (3.9), we obtain that

$$
\begin{aligned}
\psi[s d(f x, f y)] & =[s d(f x, f y)]^{p} \\
& \leqslant A s(b-a)^{\frac{1}{p}}[d(x, y)]^{p} \\
& =A s(b-a)^{\frac{1}{p}} \psi(d(x, y)) \\
& \leqslant A s(b-a)^{\frac{1}{p}} \psi\left(M_{\mathfrak{i}}(x, y)\right) \\
& =F\left(\psi\left(M_{\mathfrak{i}}(x, y)\right), \varphi\left(M_{\mathfrak{i}}(x, y)\right)\right)+\beta N(x, y),
\end{aligned}
$$

where $\beta=0, \varphi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is any altering distance function.
As a consequence, all conditions of Theorem 2.3 are satisfied, then by Theorem 2.3, f has a unique fixed point in $X$. In other words, the integral equation (3.5) has a unique solution in $L_{p}[a, b]$.

Remark 3.3. Regarding differential equation (3.1), Theorem 3.1 gives the argument not only for the existence and uniqueness of a solution, but also for the general mathematical expression of solution. Although the existence and uniqueness of a solution of (3.1) could also be obtained by Peano's theorem, and the space could be deduced if the standard metric is used, whereas, to the best of our knowledge, by utilizing fixed point theory, almost all authors from the existing literature usually merely consider the existence and uniqueness of a solution to differential or integral equation, but they seldom involve the mathematical expression of solution. From this view of point, our results are commendable.
Remark 3.4. In Theorem 3.2, we use Hölder condition (3.6) instead of Lipschitz condition. This is an improvement since Hölder condition is usually weaker than Lipschitz condition. Otherwise, under the conditions of our theorem, we choose $L_{p}[a, b]$ instead of $C([a, b])$ as the range of the solution of (3.5). This is also an improvement because $L_{p}[a, b]$ is a subset of $C([a, b])$.

We finally pose the following problem.
Problem 3.5. How to find the general expression of solution for Theorem 3.2 just like Theorem 3.1?
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