Iterative algorithm for a common fixed point of two mono-pseudocontractive mappings in Banach spaces
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Abstract

In this paper, we introduce an iterative process which converges strongly to a common fixed point of two mono-pseudocontractive mappings in Banach spaces. Our theorems complement the results that have been proved for the class of pseudocontractive mappings in Banach spaces. ©2017 All rights reserved.
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1. Introduction

Let $H$ be a real Hilbert space. A mapping $T : C \rightarrow E$ is called \textit{Lipschitzian} if there exists $L \geq 0$ such that $\|Tx - Ty\| \leq L\|x - y\|$, for all $x, y \in C$. If $L = 1$, then $T$ is called \textit{nonexpansive} and if $L \in [0, 1)$, then $T$ is called a \textit{contraction}. A mapping $T$ is called \textit{pseudocontractive} if for each $x, y \in C$, we have

$$\langle x - y, Tx - Ty \rangle \leq \|x - y\|^2. \quad (1.1)$$

Let $C$ be a nonempty, closed, and convex subset of a real Banach space $E$ with dual $E^*$. One direction of extending definition of pseudocontractive mapping in Hilbert spaces to Banach spaces is the following. A mapping $T : C \rightarrow E$ is called \textit{pseudocontractive} if there exists $j(x - y) \in J(x - y)$ such that

$$\langle Tx - Ty, j(x - y) \rangle \leq \|x - y\|^2 \quad \text{for all } x, y \in C, \quad (1.2)$$

where $J$ is the normalized duality mapping from $E$ into $2^{E^*}$ defined by

$$Jx := \{f^* \in E^* : \langle x, f^* \rangle = \|x\|^2 = \|f^*\|^2\},$$

where $\langle ., \rangle$ denotes the generalized duality pairing. The single-valued normalized duality mapping is denoted by $j$. It is well-known that if $E$ is smooth, then the duality mapping $J$ is single-valued and if
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We note that if $T$ is a mapping in $E$ with domain $D(T) \subseteq E$ and range $R(A)$ in $E$ is called accretive if there exists $j(x-y) \in J(x-y)$ such that
\[ \langle Ax - Ay, j(x-y) \rangle \geq 0 \quad \text{for all } x, y \in D(A). \]

We note that $T$ is accretive if and only if $A := I - T$ is accretive and thus a fixed point of $T$, $F(T) := \{ x \in D(T) : Tx = x \}$ is a zero of $A$, $N(A) := \{ x \in D(A) : Ax = 0 \}$. It is now well-known that if $A$ is accretive then the solutions of the equation $Ax = 0$ correspond to the equilibrium points of some evolution systems [42].

A mapping $A : D(A) \subseteq E \to 2^E$ is called monotone if
\[ \langle x - y, Ax - Ay \rangle \geq 0 \quad \text{for all } x, y \in D(A). \]

If $E = H$, a real Hilbert space, then the set of monotone mappings is the same as the set of accretive mappings. Interest in monotone operators stems mainly from their usefulness in many functional equations. Many of them appear also in calculus of variations as subdifferential of convex functions (Pascali and Sburian [22]).

In 1953, the most general iterative scheme for the approximation of fixed points of nonexpansive mapping, which is called Mann algorithm, was introduced (in the light of [19]) as follows:
\[ x_{n+1} = \alpha_n x_n + (1 - \alpha_n) T x_n, \quad n \geq 0, \tag{1.3} \]
where the initial guess element $x_0 \in C$ is arbitrary and $\{ \alpha_n \}$ is a real control sequence in the interval $(0, 1)$. Construction of fixed points of nonexpansive mappings via Mann’s algorithm [19] has extensively been investigated recently in literature (see, e.g., [4, 6, 7, 11, 12, 14, 16, 20, 23, 25, 30, 39]). If $T$ is a nonexpansive mapping with a fixed point and if the control sequence $\{ \alpha_n \}$ is chosen so that $\sum_{n=0}^{\infty} \alpha_n (1 - \alpha_n) = \infty$, then the sequence $\{ x_n \}$ generated by Mann’s algorithm (1.3) converges weakly to a fixed point of $T$ (this is indeed true in a uniformly convex Banach space with a Fréchet differentiable norm [23]). However, this convergence is in general not strong (see the counterexample in [8]; see also [10]).

To obtain strong convergence, many iteration processes are often used to approximate a fixed point of a nonexpansive mapping in Hilbert or Banach spaces (for example, see [9] and [4, 6, 7, 11, 23]). One of them is now known as Halpern’s iteration process [11] and is defined as follows: let the sequence $\{ x_n \}$ be iteratively defined by $x_0 \in C$ and
\[ x_{n+1} := \alpha_n x_n + (1 - \alpha_n) T x_n, \quad n \geq 0, \tag{1.4} \]
where $\{ \alpha_n \}$ is a real numbers in $(0, 1)$ and $T$ is a nonexpansive mapping of $C$ into itself. Halpern [11] proved that the algorithm (1.4) converges strongly to a fixed point of $T$ in the framework of Hilbert spaces. Lions [16] and Wittmann [28] improved the result of Halpern by proving strong convergence of $\{ x_n \}$ to a fixed point of $T$ under some mild conditions on the real sequence $\{ \alpha_n \}$. Reich [24], Shioji and Takahashi [25], and Zegeye and Shahzad [37] extended the result of Wittmann [28] to the case of Banach spaces.

In 2000, Moudafi [21] introduced viscosity approximation method and proved that if $H$ is a real Hilbert space, then for $x_0 \in C$, the sequence $\{ x_n \}$ generated by the algorithm
\[ x_{n+1} := \alpha_n f(x_n) + (1 - \alpha_n) T x_n, \quad n \geq 0, \]
where $f : C \to C$ is a contraction mapping and $\{ \alpha_n \} \subset (0, 1)$ satisfies certain conditions, converges strongly to a fixed point of a nonexpansive mapping $T$. Moudafi [21] generalized Halpern’s theorems in the direction of viscosity approximations.
Recently, Zegeye [36] introduced Moudafi type approximation method and proved that if \( C \) is a nonempty closed and convex subset of a real Hilbert space \( H \) and \( T_i : C \to C \) for \( i = 1, 2 \) is continuous pseudocontractive mappings such that \( F := \bigcap_{i=1}^{2} F(T_i) \neq \emptyset \), then for \( x_0 \in C \) the sequence \( \{x_n\} \) generated by

\[
x_{n+1} = \alpha_n f(x_n) + (1 - \alpha_n)T_n x_n,
\]

where \( \{\alpha_n\} \subset [0,1] \) and \( \{r_n\} \subset (0,\infty) \) satisfy certain mild conditions and \( f \) is a contraction from \( C \) into \( C \), converges strongly to \( z \in F \). Zegeye’s [36] result extends Moudafi [21] result from the class of monotone mappings to the more general class of continuous pseudocontractive mappings. For other related results, we refer to [2, 27, 31–35, 38].

Furthermore, considerable research efforts have been devoted to iterative methods for approximating fixed points of pseudocontractive mappings in Banach spaces (see, e.g., [5, 12, 13, 17, 17, 36, 41]) connected to the class of accretive mappings. However, the analogue of pseudocontractive mapping in Hilbert spaces related to the class of monotone mappings in Banach spaces has not been studied.

It is our purpose in this paper to introduce the class of mappings connected with the class of monotone mappings in Banach spaces which is the analogue of class of pseudocontractive mappings in Hilbert spaces. In addition, we introduce a Halpern-type approximation method for finding a common fixed point of a finite family of the introduced mappings. This provides affirmative answer to the above concern.

### 2. Preliminaries

Let \( E \) be a real Banach space. Let \( S(E) = \{x \in E : ||x|| = 1\} \). Then the norm of \( E \) is said to be smooth if

\[
\lim_{t \to 0} \frac{||x + ty|| - ||x||}{t}
\]

exists for each \( x, y \in S(E) \). \( E \) is called uniformly smooth if the limit (2.1) exists and is attained uniformly for all \( (x, y) \in S(E) \). So it is trivial that a uniformly smooth Banach space has a Gâteaux differentiable norm. It is also known that if \( E \) is uniformly smooth, then \( J \) is uniformly norm to norm continuous on each bounded subset of \( E \). Furthermore, if \( E \) is a reflexive and strictly convex Banach space with a strictly convex dual, then \( J^{-1} \) is duality mapping from \( E^* \) into \( E \) where \( JJ^{-1} = I_{E^*} \) and \( J^{-1}J = I_E \) (see [26]). We note that in a Hilbert space, \( H, J \) is the identity mapping.

The modulus of convexity of \( E \) is the function \( \delta_E : [0,2] \to [0,1] \) defined by

\[
\delta_E(\varepsilon) := \inf \left\{ 1 - \frac{||x + y||}{2} : ||x|| = ||y|| = 1; \varepsilon = ||x - y|| \right\} .
\]

\( E \) is called uniformly convex if and only if \( \delta_E(\varepsilon) > 0 \) for every \( \varepsilon \in (0,2] \).

Let \( E \) be a reflexive, strictly convex, and smooth Banach space and let \( C \) be a nonempty closed and convex subset of \( E \). Throughout this paper, let the function \( \phi : E \times E \to \mathbb{R} \), introduced by Alber [1], be defined by

\[
\phi(y, x) = ||y||^2 - 2\langle y, Jx \rangle + ||x||^2 \text{ for } x, y \in E.
\]

We observe that in a Hilbert space \( H \), (2.2) reduces to \( \phi(x, y) = ||y - x||^2 \) for \( x, y \in H \). The generalized projection mapping, introduced by Alber [1], is a mapping \( \Pi_C : E \to C \) that assigns an arbitrary point \( x \in E \) to the minimizer, \( \bar{x} \), of \( \phi(., x) \) over \( C \), that is, \( \Pi_C x = \bar{x} \), where \( \bar{x} \) is the solution to the minimization problem

\[
\phi(\bar{x}, x) = \min \{\phi(y, x), y \in C\}.
\]

The existence of the solution of this minimization problem is due to Alber [1].

In the sequel, we shall use of the following lemmas.
Lemma 2.1 ([1]). Let $C$ be a nonempty closed and convex subset of a real reflexive, strictly convex, and smooth Banach space $E$ and let $x \in E$. Then for all $y \in C$,

$$
\phi(y, \Pi_C x) + \phi(\Pi_C x, x) \leq \phi(y, x).
$$

Lemma 2.2 ([15]). Let $E$ be a real smooth and uniformly convex Banach space and let $\{x_n\}$ and $\{y_n\}$ be two sequences of $E$. If either $\{x_n\}$ or $\{y_n\}$ is bounded and $\phi(x_n, y_n) \to 0$ as $n \to \infty$, then $x_n - y_n \to 0$, as $n \to \infty$.

Lemma 2.3 ([1]). Let $C$ be a convex subset of a real smooth Banach space $E$. Let $x \in E$. Then $x_0 = \Pi_C x$ if and only if

$$
\langle z - x_0, Jx - Jx_0 \rangle \leq 0, \forall z \in C.
$$

We make use of the function $V : E \times E^* \to \mathbb{R}$ defined by

$$
V(x, x^*) = \|x\|^2 - 2\langle x, x^* \rangle + \|x\|^2 \text{ for all } x \in E \text{ and } x^* \in E,
$$

studied by Alber [1]. That is, $V(x, y) = \phi(x, J^{-1}x^*)$ for all $x \in E$ and $x^* \in E^*$.

We know the following lemma connected to the function $V$.

Lemma 2.4 ([1]). Let $E$ be a reflexive strictly convex and smooth Banach space with $E^*$ as its dual. Then

$$
V(x, x^*) + 2\langle J^{-1}x^* - x, x^* \rangle \leq V(x, x^* + y^*)
$$

for all $x \in E$ and $x^*, y^* \in E^*$.

Lemma 2.5 ([3]). Let $C$ be a nonempty, closed, and convex subset of a smooth, strictly convex, and reflexive real Banach space $E$. Let $A : C \to E^*$ be a continuous monotone mapping. Then, for $r > 0$ and $x \in E$, there exists $z \in C$ such that

$$
\langle y - z, Az \rangle + \frac{1}{r} \langle y - z, Jz - Jx \rangle \geq 0, \forall y \in C.
$$

Lemma 2.6 ([40]). Let $C$ be a nonempty, closed, and convex subset of a smooth, strictly convex, and reflexive real Banach space $E$. Let $A : C \to E^*$ be a continuous monotone mapping. For $r > 0$ and $x \in E$, define the mapping $F_r : E \to C$ as follows:

$$
F_r x := \{z \in C : \langle y - z, Az \rangle + \frac{1}{r} \langle y - z, Jz - Jx \rangle \geq 0, \forall y \in C\}
$$

for all $x \in E$. Then the following hold:

1. $F_r$ is single-valued;
2. $F(F_r) = VI(C, A)$;
3. $\phi(p, F_r x) + \phi(F_r x, x) \leq \phi(p, x)$ for $p \in F(F_r)$;
4. $VI(C, A)$ is closed and convex.

Lemma 2.7 ([29]). Let $\{\alpha_n\}$ be a sequence of nonnegative real numbers satisfying the following relation:

$$
\alpha_{n+1} \leq (1 - \beta_n)\alpha_n + \beta_n \delta_n, \quad n \geq n_0,
$$

where $\{\beta_n\} \subset (0, 1)$ and $\{\delta_n\} \subset \mathbb{R}$ satisfying the following conditions: $\sum_{n=1}^{\infty} \beta_n = \infty$, and $\limsup_{n \to \infty} \delta_n \leq 0$. Then,

$$
\lim_{n \to \infty} \alpha_n = 0.
$$

Lemma 2.8 ([18]). Let $\{\alpha_n\}$ be a sequence of real numbers such that there exists a subsequence $\{n_i\}$ of $\{n\}$ such that $\alpha_{n_i} < \alpha_{n_i+1}$ for all $i \in \mathbb{N}$. Then there exists a nondecreasing sequence $\{m_k\} \subset \mathbb{N}$ such that $m_k \to \infty$ and the following properties are satisfied by all (sufficiently large) numbers $k \in \mathbb{N}$:

$$
\alpha_{m_k} \leq \alpha_{m_k+1} \text{ and } \alpha_k \leq \alpha_{m_k+1}.
$$

In fact, $m_k = \max\{j \leq k : \alpha_j < \alpha_{j+1}\}$.
3. Main result

**Definition 3.1.** Let $C$ be a nonempty, closed, and convex subset of a reflexive, strictly convex, and smooth Banach space $E$. A mapping $T : C \to E$ is called mono-pseudocontractive if for each $x, y \in C$ we have

$$\langle x - y, JT - JT y \rangle \leq \langle x - y, J x - J y \rangle.$$  

**Lemma 3.2.** Let $C$ be a nonempty, closed, and convex subset of a reflexive, strictly convex, and smooth Banach space $E$. Let $T : C \to E$ be a map. Then $T$ is monocontractive if and only if $A = (J - JT) : C \to E^*$ is monotone. Furthermore, the zero of $A$ is the fixed point of $T$.

**Proof.** Let $x, y \in C$ be arbitrary. Suppose $T$ is mono-pseudocontractive mapping. Then, for $x, y \in C$, we have

$$\langle Ax - Ay, x - y \rangle = \langle (J - JT)x - (J - JT)y, x - y \rangle = \langle Jx - Jy, x - y \rangle - \langle JT - JT y, x - y \rangle \geq 0.$$ 

Hence, $A$ is monotone. Conversely, suppose $A$ is monotone, we prove that $T$ is mono-pseudocontractive. Let $x, y \in C$. Then,

$$\langle x - y, JT - JT y \rangle = \langle x - y, (J - A)x - (J - A)y \rangle = \langle x - y, Jx - Jy \rangle - \langle x - y, Ax - Ay \rangle \leq \langle x - y, Jx - Jy \rangle.$$ 

Hence, $T$ is mono-pseudocontractive. In addition, we observe that the zero of $A$ is the fixed point of $T$. \hfill $\square$

Let $g : E \to (-\infty, \infty]$ be a proper, convex, and lower semicontinuous function. Recall that the subdifferential $\partial g$ of $g$ is defined for any $x \in E$ by

$$\partial g(x) := \{ z \in E^* : \langle z, y - x \rangle \leq g(y) - g(x), \forall y \in E \}.$$ 

Then $Tx := J^{-1}(J - \partial g)(x)$ is mono-pseudocontractive mapping since the subdifferential $\partial g$ of $g$ is a monotone mapping (see [22, Theorem 2.13, p. 124]). If $E = H$, a real Hilbert space, then $J$ is the identity map on $H$. Consequently, every pseudocontractive map on $H$ is mono-pseudocontractive. A map $T : C \to E$ is called mono-nonexpansive if

$$\|x - y\| \|JT - JT y\| \leq \langle x - y, Jx - Jy \rangle, \forall x, y \in C.$$ 

**Remark 3.3.** We observe that if a map $T$ is mono-nonexpansive then it is mono-pseudocontractive. In fact,

$$\langle x - y, JT - JT y \rangle \leq \|x - y\| \|JT - JT y\| \leq \langle x - y, Jx - Jy \rangle, \forall x, y \in C,$$

and $\|JT - JT y\| \leq \|Jx - Jy\|, \forall x, y \in C$.

In the sequel, we shall make use of the following lemmas.

**Lemma 3.4.** Let $C$ be a nonempty, closed, and convex subset of a uniformly smooth, and strictly convex real Banach space $E$. Let $T : C \to E$ be continuous mono-pseudocontractive mapping. Then, for $r > 0$ and $x \in E$, there exists $z \in C$ such that

$$\langle y - z, JT z \rangle - \frac{1}{r} \langle y - z, (1 + r)Jz - Jx \rangle \leq 0, \forall y \in C.$$ 

**Proof.** Let $x \in E$ and $r > 0$. Let $A := J - JT$, where $J$ is the normalized duality mapping. Then, clearly $A$ is continuous monotone mapping. Thus, by Lemma 2.5 there exists $z \in C$ such that

$$\langle y - z, Az \rangle + \frac{1}{r} \langle y - z, z - x \rangle \geq 0$$

for all $y \in C$. But this is equivalent to

$$\langle y - z, JT z \rangle - \frac{1}{r} \langle y - z, (1 + r)Jz - Jx \rangle \leq 0,$$ 

for all $y \in C$. Hence the lemma holds. \hfill $\square$

**Lemma 3.5.** Let $C$ be a nonempty, closed, and convex subset of a smooth, strictly convex, and reflexive real Banach space $E$. Let $T : C \to C$ be continuous mono-pseudocontractive mapping. For $r > 0$ and $x \in E$, define a mapping $T_r : E \to C$ as follows:

$$T_r x := \{ z \in C : \langle y - z, JT z \rangle - \frac{1}{r} \langle y - z, (1 + r)Jz - Jx \rangle \leq 0, \forall y \in C \}$$

for all $x \in E$. Then the following hold:
Proof. We note that \( \langle y - z, JTz \rangle - \frac{1}{r_n} \langle y - z, (1 + r_n)z - Jx \rangle \leq 0 \) for all \( y \in C \) is equivalent to \( \langle y - z, Az \rangle + \frac{1}{r_n} \langle y - z, Jz - Jx \rangle \geq 0 \) for all \( y \in C \), where \( Az := Jz - JTz \) is continuous monotone mapping. Moreover, as \( T \) is self-map we have that \( V(C, A) = F(T) \). Thus, by Lemma 2.6 the conclusions of (1)-(4) hold. \( \square \)

Let \( C \) be a nonempty, closed, and convex subset of a smooth, strictly convex, and reflexive real Banach space \( E \). Let \( T_i : C \to C \) for \( i = 1, 2 \) be continuous mono-pseudocontractive mappings. Then in what follows, \( T_{r_n}, F_{r_n} : E \to C \) are defined as follows: for \( x \in E \) and \( \{r_n\} \subset (0, \infty) \), define

\[
T_{1,r_n}x := \{ z \in C : \langle y - z, JTz \rangle - \frac{1}{r_n} \langle y - z, (1 + r_n)z - Jx \rangle \leq 0, \forall y \in C \}
\]

and

\[
T_{2,r_n}x := \{ z \in C : \langle y - z, JTz \rangle - \frac{1}{r_n} \langle y - z, (1 + r_n)z - Jx \rangle \leq 0, \forall y \in C \}.
\]

Then in what follows, we shall study the following iteration process:

\[
\begin{align*}
\{ \}
\end{align*}
\]

where \( J \) is the normalized duality mapping on \( E \); \( \alpha_n \in (0, 1) \) satisfies \( \lim_{n \to \infty} \alpha_n = 0 \) and \( \sum_{n=1}^{\infty} \alpha_n = \infty \);

\( \{r_n\} \subset [c_1, \infty) \) for some \( c_1 > 0 \) and for all \( n \in \mathbb{N} \).

Now, we prove our main convergence theorem.

Theorem 3.6. Let \( C \) be a nonempty, closed, and convex subset of a uniformly smooth, and uniformly convex real Banach space \( E \). Let \( T_1, T_2 : C \to C \) be continuous mono-pseudocontractive mappings with \( \mathcal{F} := \bigcap_{i=1}^{2} F(T_i) \neq \emptyset \). Let \( \{x_n\}_{n \geq 0} \) be a sequence defined by (3.1). Then, the sequence \( \{x_n\}_{n \geq 0} \) converges strongly to \( \Pi_{\mathcal{F}}(u) \), where \( \Pi_{\mathcal{F}} \) is the generalized projection from \( E \) onto \( \mathcal{F} \).

Proof. Since by Lemma 3.5 we have \( \mathcal{F} \) is nonempty closed and convex we can take \( x^* := \Pi_{\mathcal{F}}u \). Let \( u_n = T_{1,r_n}x_n \) and \( w_n = T_{2,r_n}u_n \). Now from (3.1), Lemma 2.1, and property of \( \phi \) we get that

\[
\phi(x^*, x_{n+1}) = \phi(x^*, J^{-1}(\alpha_nJu + (1 - \alpha_n)Jw_n))
\]

\[
= ||x^*||^2 - 2\langle x^*, \alpha_nJu + (1 - \alpha_n)Jw_n \rangle + ||\alpha_nJu + (1 - \alpha_n)Jw_n||^2
\]

\[
\leq ||x^*||^2 - 2\alpha_n\langle x^*, Ju \rangle - 2(1 - \alpha_n)\langle x^*, Jw_n \rangle + \alpha_n||Ju||^2 + (1 - \alpha_n)||Jw_n||^2
\]

\[
= \alpha_n\phi(x^*, u) + (1 - \alpha_n)\phi(x^*, w_n)
\]

\[
= \alpha_n\phi(x^*, u) + (1 - \alpha_n)\phi(x^*, T_{2,r_n}u_n)
\]

\[
\leq \alpha_n\phi(x^*, u) + (1 - \alpha_n)\phi(x^*, u_n)
\]

\[
\leq \alpha_n\phi(x^*, u) + (1 - \alpha_n)\phi(x^*, x_n).
\]

Then, by induction we get that

\[
\phi(x^*, x_{n+1}) \leq \max\{\phi(x^*, x_n), \phi(x^*, u)\}, \forall n \geq 1,
\]

and hence \( \{x_n\}, \{u_n\}, \) and \( \{w_n\} \) are bounded. Now, by Lemmas 2.1, 2.4, and 2.6 (3) we get

\[
\phi(x^*, x_{n+1}) = V(x^*, \alpha_nu + (1 - \alpha_n)Jw_n)
\]
which implies that it follows that $JT$

Furthermore, the mono-pseudocontractivity nature of $w$

Since we obtain that $n$\n
Now, we consider two possible cases on $\phi(x^*, x_n)$.

Case 1. Suppose that there exists $n_0 \in \mathbb{N}$ such that $\{\phi(x^*, x_n)\}$ is decreasing. Then, we obtain that $\{\phi(x^*, x_n)\}$ is convergent. Thus, from (3.2) we get that $\phi(w_n, u_n), \phi(u_n, x_n) \to 0$ and hence by Lemma 2.2

we obtain that

Furthermore, from the property of $\phi$ and the fact that $\alpha_n \to 0$, as $n \to \infty$ we have that $\phi(w_n, x_{n+1}) = \phi(w_n, J^{-1}(\alpha_n J u + (1 - \alpha_n) w_n)) \leq \alpha_n \phi(w_n, u) + (1 - \alpha_n) \phi(w_n, w_n) \leq \alpha_n \phi(w_n, u) + (1 - \alpha_n) \phi(w_n, w_n) \to 0$ as $n \to \infty,$

and hence from Lemma 2.2 we get that $w_n - x_{n+1} \to 0$ and this with (3.4) give that

$x_n - x_{n+1} \to 0$ as $n \to \infty.$

Since $\{x_n\}$ is bounded and $E$ is reflexive, we choose a subsequence $\{x_{n_i}\}$ of $\{x_n\}$ such that $x_{n_i} \to z$ and

$\limsup_{i \to \infty} (x_{n_i} - x^*, J u - J x^*) = \lim_{i \to \infty} (x_{n_i} - x^*, J u - J x^*).$ Then from (3.5) and (3.4) we get that $u_{n_i} \to z$ and

$w_{n_i} \rightharpoonup z.$

Now, we show that $z \in F(T_1)$. But from the definition of $u_n$ we have that

$$\langle y - u_n, J T_1 u_n \rangle - \langle y - u_n, (1 + r_n) J u_n - J x_n \rangle \leq 0, \forall y \in C,$$

and hence

$$-\langle y - u_{n_i}, J T_1 u_{n_i} \rangle + \langle y - u_{n_i}, (1 + r_{n_i}) J u_{n_i} - J x_{n_i} \rangle \geq 0, \forall y \in C,$$

which implies that

$$\langle y - u_{n_i}, J u_{n_i} - J T_1 u_{n_i} \rangle + \langle y - u_{n_i}, J u_{n_i} - J x_{n_i} \rangle \geq 0, \forall y \in C.$$

Set $v_t = ty + (1 - t)z$ for all $t \in (0, 1)$ and $y \in C$. Then, we get that $v_t \in C$. Now, from (3.6) it follows that

$$\langle v_t - u_{n_i}, J v_t - J T_1 v_t \rangle = \langle v_t - u_{n_i}, J v_t - J T_1 v_t \rangle - \langle v_t - u_{n_i}, J u_{n_i} - J T_1 u_{n_i} \rangle - \langle v_t - u_{n_i}, J u_{n_i} - J x_{n_i} \rangle$$

$$= \langle v_t - u_{n_i}, J v_t - J T_1 u_{n_i} \rangle - \langle v_t - u_{n_i}, J u_{n_i} - J x_{n_i} \rangle.$$
Thus, the strict convexity of $E$ gives that $T_1 z = z$ and hence $z \in F(T_1)$.

Similarly, considering the definition of $w_n$ we get that $z \in F(T_2)$. Therefore, we have that $z \in F(T_1) \cap F(T_2)$. Thus, by Lemma 2.3, we immediately obtain that $\limsup_{n \to \infty} \langle x_n - x^*, Ju - Jx^* \rangle = \langle z - x^*, Ju - Jx^* \rangle \leq 0$.

It follows from Lemma 2.7 and (3.3) that $\phi(x^*, x_n) \to 0$ as $n \to \infty$. Consequently, $x_n \to x^*$.

**Case 2.** Suppose that there exists a subsequence $\{n_i\}$ of $\{n\}$ such that

$$\phi(x^*, x_{n_i}) < \phi(x^*, u_{n_{i+1}})$$

for all $i \in \mathbb{N}$. Then by Lemma 2.8, there exists a nondecreasing sequence $\{m_k\} \subset \mathbb{N}$ such that $m_k \to \infty$, $\phi(x^*, x_{m_k}) \leq \phi(x^*, x_{m_{k+1}})$ and $\phi(x^*, x_{m_k}) \leq \phi(x^*, x_{m_{k+1}})$ for all $k \in \mathbb{N}$. Thus, from (3.2) and the fact that $\alpha_n \to 0$ we obtain

$$(1 - \alpha_{m_k}) \left( \phi(u_{m_k}, x_{m_k}) + \phi(w_{m_k}, u_{m_k}) \right)$$

$$\leq (\phi(x^*, x_{m_k}) - \phi(x^*, x_{m_{k+1}})) + \alpha_{m_k} \phi(x^*, x_{m_k})$$

$$+ 2\alpha_{m_k} \langle x_{m_k} - x^*, Ju - Jx^* \rangle + 2\alpha_{m_k} ||x_{m_k} - x_{m_{k+1}}|| Ju - Jx^* \rangle$$

as $k \to \infty$. But this implies that $\phi(u_{m_k}, x_{m_k}), \phi(w_{m_k}, u_{m_k}) \to 0$ as $k \to \infty$. Thus, following the method in Case 1, we obtain that

$$\limsup_{k \to \infty} \langle x_{m_k} - x^*, Ju - Jx^* \rangle \leq 0. \quad (3.7)$$

In addition, from (3.3) we have that

$$\phi(x^*, x_{m_{k+1}}) \leq (1 - \alpha_{m_k}) \phi(x^*, x_{m_k}) + 2\alpha_{m_k} \langle x_{m_k} - x^*, Ju - Jx^* \rangle + 2\alpha_{m_k} ||x_{m_k} - x_{m_{k+1}}|| Ju - Jx^* \rangle, \quad (3.8)$$

which implies that

$$\alpha_{m_k} \phi(x^*, x_{m_k}) \leq \phi(x^*, x_{m_k}) - \phi(x^*, x_{m_{k+1}}) + 2\alpha_{m_k} \langle x_{m_k} - x^*, Ju - Jx^* \rangle$$

$$\leq 2\alpha_{m_k} \langle x_{m_k} - x^*, Ju - Jx^* \rangle + 2\alpha_{m_k} ||x_{m_k} - x_{m_{k+1}}|| Ju - Jx^* \rangle. \quad (3.9)$$

Furthermore, since $\alpha_{m_k} > 0$, inequality (3.9) gives that

$$\phi(x^*, x_{m_k}) \leq 2 \langle z_{m_k} - x^*, Ju - Jx^* \rangle + 2 ||x_{m_k} - x_{m_{k+1}}|| Ju - Jx^* \rangle.$$

Then it follows from (3.7) and (3.5) that $\phi(x^*, x_{m_k}) \to 0$, as $k \to \infty$. This together with (3.8) implies that $\phi(x^*, x_{m_{k+1}}) \to 0$. Thus, since $\phi(x^*, x_k) \leq \phi(x^*, x_{m_{k+1}})$ for all $k \in \mathbb{N}$, we conclude that $x_k \to x^*$, as $k \to \infty$. Therefore, from Cases 1 and 2 we conclude that $\{x_n\}$ converges strongly to $x^* = \Pi_F u$ and the proof is complete. \(\square\)

If in Theorem 3.6, we assume that $T_2 \equiv I$, the identity mapping on $C$, then we obtain the following corollary.
Proof. (3.10). Therefore, the conclusion follows from Theorem 3.6.

Let $C$ be a nonempty, closed, and convex subset of a uniformly smooth, and uniformly convex real Banach space $E$. Let $T : C \to C$ be continuous mono-pseudocontractive mapping with $F(T) \neq \emptyset$. Let $\{x_n\}_{n \geq 0}$ be a sequence defined by:

\[
\begin{cases}
  u, x_0 \in C \text{ chosen arbitrarily}, \\
  x_{n+1} = J^{-1}(\alpha_n u + (1 - \alpha_n) T_{r_n}x_n),
\end{cases}
\]  

(3.10)

where $T_{r}x := \{z \in C : \langle y - z, JTz \rangle - \frac{1}{r} \langle y - z, (1 + r)Jx \rangle \leq 0, \forall y \in C\}$, for all $x \in E$; $J$ is the normalized duality mapping on $E$; $\alpha_n \in (0, 1)$ satisfying $\lim_{n \to \infty} \alpha_n = 0$ and $\sum_{n=1}^{\infty} \alpha_n = \infty$ and $\{r_n\} \subset [c_1, \infty)$, for some $c_1 > 0$. Then, the sequence $\{x_n\}_{n \geq 0}$ converges strongly to $x^* = \Pi_{F(T)} u$.

Proof. Put $T := T_1$ and $T_2 = I$, the identity mapping on $C$ in Theorem 3.6. Then scheme (3.1) reduces to (3.10). Therefore, the conclusion follows from Theorem 3.6.

If $E = H$, a real Hilbert space, we have that $E$ is uniformly smooth and uniformly convex; $J = I$, the identity operator on $H$. Thus, for $r > 0$, if we define

\[
T_{1,r}x := \{z \in C : \langle y - z, T_1z \rangle - \frac{1}{r} \langle y - z, (1 + r)z - x \rangle \leq 0, \forall y \in C\} \quad (3.11)
\]

for all $x \in E$ and $i = 1, 2$ then mono-pseudocontractive mappings reduce to pseudocontractive mappings. Thus, the following corollary follows.

Corollary 3.7. Let $C$ be a nonempty, closed, and convex subset of a real Hilbert space $H$. Let $T_1$, $T_2 : C \to C$ be continuous mono-nonexpansive mappings. Let $F := \bigcap_{i=1}^{2} F(T_i) \neq \emptyset$. Let $\{x_n\}_{n \geq 0}$ be a sequence defined by:

\[
\begin{cases}
  u, x_0 \in C \text{ chosen arbitrarily}, \\
  x_{n+1} = \alpha_n u + (1 - \alpha_n) T_{r_n}T_{1,r_n}x_n,
\end{cases}
\]

where $T_{1,r}, T_{2,r}$ are as in (3.11), $\alpha_n \in (0, 1)$ satisfying $\lim_{n \to \infty} \alpha_n = 0$ and $\sum_{n=1}^{\infty} \alpha_n = \infty$, and $\{r_n\} \subset [c_1, \infty)$, for some $c_1 > 0$. Then, the sequence $\{x_n\}$ converges strongly to $x^* = \Pi_{F(T)} u$.

If $T_1$ and $T_2$ are mono-nonexpansive mappings, then they are mono-pseudocontractive mappings and hence, we get the following corollary.

Corollary 3.8. Let $C$ be a nonempty, closed and, convex subset of a uniformly smooth, and uniformly convex real Banach space $E$. Let $T_1$, $T_2 : C \to C$ be continuous mono-nonexpansive mappings. Let $F := \bigcap_{i=1}^{2} F(T_i) \neq \emptyset$. Let $\{x_n\}_{n \geq 0}$ be a sequence defined by:

\[
\begin{cases}
  u, x_0 \in C \text{ chosen arbitrarily}, \\
  x_{n+1} = J^{-1}(\alpha_n u + (1 - \alpha_n) T_{r_n}T_{1,r_n}T_{2,r_n}x_n),
\end{cases}
\]

where $T_{1,r}, T_{2,r}$ are as in (3.11), $\alpha_n \in (0, 1)$ satisfying $\lim_{n \to \infty} \alpha_n = 0$ and $\sum_{n=1}^{\infty} \alpha_n = \infty$, and $\{r_n\} \subset [c_1, \infty)$, for some $c_1 > 0$. Then, the sequence $\{x_n\}$ converges strongly to $x^* = \Pi_{F(T)} u$.

The proof of the following theorem for a common fixed point of a finite family of continuous mono-pseudocontractive can be easily obtained from the method of proof of Theorem 3.6.

Theorem 3.9. Let $C$ be a nonempty, closed, and convex subset of a uniformly smooth, and uniformly convex real Banach space $E$. Let $T_k : C \to C$, $k = 1, 2, \ldots, m$ be finite family of continuous mono-pseudocontractive mappings. Let $F := \bigcap_{k=1}^{m} F(T_k) \neq \emptyset$. Let $\{x_n\}_{n \geq 0}$ be a sequence defined by

\[
\begin{cases}
  u, x_0 \in C, \text{ chosen arbitrarily}, \\
  w_{1,n} = T_{1,r_n}x_n; \quad w_{2,n} = T_{2,r_n}w_{1,n}; \quad \cdots; \quad w_{m,n} = T_{m,r_n}w_{m-1,n}; \\
  x_{n+1} = J^{-1}(\alpha_n u + (1 - \alpha_n) Jw_{m,n}),
\end{cases}
\]
where \( \alpha_n \in (0, 1) \) satisfying \( \lim_{n \to \infty} \alpha_n = 0 \) and \( \sum_{n=1}^{\infty} \alpha_n = \infty \) and \( \{r_n\} \subset [c_1, \infty) \) for some \( c_1 > 0 \). Then, the sequence \( \{x_n\} \) converges strongly to \( x^* = \Pi_{F(x)} \).

We also note that the method of proof of Theorem 3.6 provides the following theorem for approximating the minimum-norm point of a common fixed points of two mono-pseudocontractive mappings.

**Theorem 3.11.** Let \( C \) be a nonempty, closed, and convex subset of a uniformly smooth, and uniformly convex real Banach space \( E \). Let \( T_1, T_2 : C \to C \) be continuous mono-pseudocontractive mappings with \( F := \bigcap_{i=1}^{2} F(T_i) \neq \emptyset \). Let \( \{x_n\}_{n \geq 0} \) be a sequence defined by

\[
\begin{align*}
\{ x_0 \in C, \text{ chosen arbitrarily,} \} \\
\{ x_{n+1} = (1 - \alpha_n)T_{2,r_n}T_{1,r_n}x_n \}.
\end{align*}
\]

Then, the sequence \( \{x_n\}_{n \geq 0} \) converges strongly to \( x^* = \Pi_{F(x)}(0) \), the minimum-norm \( x^* \) of \( F(x) \) with respect to the Lyapunov function \( \phi \).

4. Numerical example

In this section, we give an example of two continuous mono-pseudocontractive mappings with all the conditions of Theorem 3.6 and some numerical experiment result to explain the conclusion of the theorem.

**Example 4.1.** Let \( H = \mathbb{R} \) with Euclidean norm. Let \( C = [-1, 10] \) and \( T_1 : C \to \mathbb{R} \) be defined by

\[
T_1x := \begin{cases} 
-4x - \frac{3}{2}, & x \in [-1, \frac{-1}{2}), \\
x, & x \in [\frac{-1}{2}, 10].
\end{cases}
\]

Then, we see that \( I - T_1 \) is continuous monotone and hence \( T_1 \) is continuous mono-pseudocontractive mapping on \( C \) with \( F(T_1) = [\frac{-1}{2}, 10]. \) In addition, if \( x \in [-1, \frac{-1}{2}), \) assuming that \( z \in [-1, \frac{-1}{2}] \) we have that

\[
\langle y - z, T_1z \rangle - \frac{1}{r} \langle y - z, (1 + r)z - x \rangle \leq 0, \quad \forall y \in C,
\]

is equivalent to

\[
\left[ (1 + r)z - x + \frac{3}{2}r \right] y \geq \left[ (1 + r)z - x + \frac{3}{2}r \right] z, \quad \forall y \in C.
\]

But this holds, if \( z = \frac{x - \frac{y}{2}}{1 + \frac{3}{2}r}. \)

If \( x \in [-\frac{1}{2}, 10] \), considering \( z \in [-\frac{1}{2}, 10] \), we get that

\[
\langle y - z, T_1z \rangle - \frac{1}{r} \langle y - z, (1 + r)z - x \rangle \leq 0, \quad \forall y \in C,
\]

is equivalent to \( (y - z)z - \frac{1}{r} (y - z) [(1 + r)z - x] \leq 0 \) for all \( y \in C \), which is equivalent to \( (z - x)z \geq (z - x)z \) for all \( y \in C \). But this holds, if \( z = x \). Therefore, we get that

\[
T_{1,r}x := \begin{cases} 
\frac{x - \frac{y}{2}}{1 + \frac{3}{2}r}, & x \in [-1, \frac{-1}{2}), \\
x, & x \in [\frac{-1}{2}, 10].
\end{cases}
\]

Now, let \( T_2 : C \to \mathbb{R} \) be defined by

\[
T_{2}x := \begin{cases} 
x, & x \in [-1, 1), \\
x - \frac{1}{8}(x - 1)^2, & x \in [1, 10].
\end{cases}
\]
Then, we see that $1 - T_2$ is continuous monotone and hence $T_2$ is continuous mono-pseudocontractive on $C$ with $F(T_2) = [-1, 1]$. In addition, if $x \in [-1, 1]$, considering $z \in [-1, 1]$, we get that
\[
\langle y - z, T_2z \rangle - \frac{1}{r} \langle y - z, (1 + r)z - x \rangle \leq 0, \forall y \in C,
\]
is equivalent to $(y - z)[(1 + r)z - x] \leq 0$ for all $y \in C$, which is equivalent to $(z - x)y \geq (z - x)z$ for all $y \in C$. But this holds, if $z = x$.

If $x \in [1, 10]$, assuming that $z \in [1, 10]$ we have that
\[
\langle y - z, T_2z \rangle - \frac{1}{r} \langle y - z, (1 + r)z - x \rangle \leq 0, \forall y \in C,
\]
is equivalent to
\[
(y - z)[(1 + r)z - x - rz + \frac{r}{8}(z - 1)^2] \geq 0, \forall y \in C.
\]
But this holds, if $(1 + r)z - x - rz + \frac{r}{8}(z - 1)^2 = 0$ or $z = \frac{1}{2r}(2r - 8) + \frac{1}{2r} \sqrt{64 + 32r(x - 1)}$. Therefore, we get that
\[
T_{2, r}x := \begin{cases} 
    x, & x \in [-1, 1), \\
    \frac{1}{2r}(2r - 8) + \frac{1}{2r} \sqrt{64 + 32r(x - 1)}, & x \in [1, 10].
\end{cases}
\]

It is also clear that $F(T_1) \cap F(T_2) = [-\frac{1}{2}, 10] \cap [-1, 1] = [-\frac{1}{2}, 1]$.

Now, if we take, $\alpha_n = \frac{1}{n + 100}$, $r_n = 10$ for all $n \geq 1$, and $u \in C$, we observe that the conditions of Theorem 3.6 are satisfied and scheme (3.1) reduces to
\[
\begin{cases} 
    u, x_0 \in C \text{ chosen arbitrarily}, \\
    x_{n+1} = \alpha_n u + (1 - \alpha_n) T_{2, r_n} T_{1, r_n} x_n.
\end{cases}
\]

Thus, if $u = 2$ and $x_0 = 3$, the scheme (4.1) converges strongly to $1.0 = P_f(u)$ and if $u = 0.5$ and $x_0 = -1$ the scheme (4.1) converges strongly to $0.5 = P_f(u)$ (see Figure 1 below).

Remark 4.2. Definition 3.1 introduces a class of mono-pseudocontractive mappings which is very much related to the class of monotone mappings in Banach spaces.

Remark 4.3. Theorem 3.6 provides strong convergence theorem for the class of mono-pseudocontractive mappings (related to the class of monotone mappings) which is the analogue of class of pseudocontractive mappings in Hilbert spaces. This complements the results of [24, 25, 37] for pseudocontractive mappings (related to the class of accretive mappings) in Banach spaces.
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