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Abstract

Studies of convolution play an important role in Geometric Function Theory (GFT). Such studies attracted a large number of researchers in recent years. By making use of the Hadamard product (or convolution), several new and interesting subclasses of analytic and univalent functions have been introduced and investigated in the direction of well-known concepts such as the subordination and superordination inequalities, integral mean and partial sums, and so on. In this article, we apply the Hadamard product (or convolution) by utilizing some special functions. Our contribution in this paper includes defining a new linear operator in the form of the generalized Mittag-Leffler function in terms of the extensively-investigated Fox-Wright $p\Psi^q$-function in the right-half of the open unit disk where $\Re(z) > 0$. We then show that the new linear convolution operator is bounded in some spaces. In particular, several boundedness properties of this linear convolution operator under mappings from a weighted Bloch space into a weighted-log Bloch space are also investigated. For uniformity and convenience, the Fox-Wright $p\Psi^q$-notation is used in our results. ©2017 All rights reserved.
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1. Introduction

Various operators provide tools of considerable significance in the subject of the functional analysis and they are known to have applications in numerous additional areas of pure and applied mathematics. It is well-known that these various types of operators, such as linear operators, differential and integral operators and fractional operators. The studies of operators appear in many fields; for instance, in classical mechanics, the derivative operator is utilized ubiquitously, and (in quantum mechanics) observation
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is signified by Hermitian operators. Essential properties that many operators may display include boundedness, linearity and continuity. The area of Geometric Function Theory (GFT) is remarkably very rich in various classes of interesting operators. These operators are classified due to their operational mechanism. Essentially, these operators are used to define, improve, and generalize many well-known analytic function classes in the open unit disk. These studies imply more geometric features for the investigated analytic function classes and preserve many of their properties (see, for example, [1, 2, 10, 26, 27]).

In this study, we introduce a new linear operator in the open unit disk by making use of the convolution product (or the Hadamard product) of some special functions (such as the Mittag-Leffler function and the Fox-Wright $\psi$ function). Our studies are based on various boundedness properties and illustrate a number of other geometric properties of the convolution operator which is introduced here. The generalized Mittag-Leffler function plays a significant role in the theory of fractional calculus with its applications in engineering and physics due to their vast potential and asymptotic properties (see, for example, [26, 27]; see also [5, 6] as well as the references which are cited in each of these recent works).

2. Preliminaries

In this section, we recall some basic definitions and concepts.

Let $\mathcal{H}(\mathbb{U})$ denote the class of functions which are analytic in the open unit disk

$$\mathbb{U} := \{z : z \in \mathbb{C} \text{ and } |z| < 1\}.$$ 

For $k \in \mathbb{N} = \{1, 2, 3, \ldots\}$ and $a \in \mathbb{C}$, let

$$\mathcal{H}[a, k] = \{f \in \mathcal{H}(\mathbb{U}) : f(z) = a + a_kz^k + a_{k+1}z^{k+1} + \cdots\}$$

and $\mathcal{H}_0 = \mathcal{H}([0,1]).$ We denote by $\mathcal{A}$ the class of all functions of the form:

$$f(z) = z + \sum_{k=2}^{\infty} a_kz^k, \quad (2.1)$$

which are analytic in $\mathbb{U}.$ We denote by $\mathcal{S}$ and $\mathcal{K}$ the classes of all functions $f \in \mathcal{A}$ that are, respectively, univalent and convex in $\mathbb{U}$ and normalized by

$$f(0) = f'(0) - 1 = 0.$$

**Theorem 2.1** (Bieberbach Conjecture; de Branges’ Theorem [4]). *If the function $f(z)$ defined by (2.1) is in the class $\mathcal{S}$, then*

$$|a_k| \leq k \quad (k \in \mathbb{N} \setminus \{1\}).$$

*Moreover, if the function $f(z)$ defined by (2.1) is in the class $\mathcal{K}$, then*

$$|a_k| \leq 1 \quad (k \in \mathbb{N} \setminus \{1\}).$$

**Definition 2.2.** Let the function $f(z)$ be given by (2.1) and let

$$g(z) = z + \sum_{k=2}^{\infty} b_kz^k.$$ 

Then the convolution (or Hadamard product) $(f \ast g)(z)$ of the two functions $f(z)$ and $g(z)$ is defined by

$$(f \ast g)(z) = z + \sum_{k=2}^{\infty} a_k b_kz^k = (g \ast f)(z). \quad (2.2)$$

We now proceed to introduce some special functions related to the celebrated Mittag-Leffler function.
**Definition 2.3** (see [3, 7, 28]). The generalized (two parameters) Mittag-Leffler type function $E_{\alpha,\beta}(z)$ is defined by

$$E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)},$$

(2.3)

so that, obviously,

$$E_{\alpha,1}(z) = E_{\alpha}(z) := \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)} \quad \text{and} \quad E_{1,1}(z) = e^z,$$

(2.4)

where $E_{\alpha}(z)$ is the celebrated Mittage-Leffler function (see [13]).

Further studies of the Mittag-Leffler type functions can be found in the recent works by Gorenflo et al. [5], Haubold et al. [6], Kilbas et al. [8, 9], Kiryakova [11], Li et al. [12], Saxena et al. [16, 17], Sharma et al. [18–20], Srivastava et al. [21, 23, 24, 26], and Tomovski et al. [27]. In particular, several interesting properties and characteristics of the Mittag-Leffler functions $E_{\alpha}(z)$ and $E_{\alpha,\beta}(z)$, as well as their known extensions and generalizations, were discussed by Saxena et al. [17], Gorenflo et al. [5], Srivastava et al. [25, 26], and Tomovski et al. [27].

Recently, Paneva-Konovska [14] studied the behaviour of some special functions $\tilde{E}_{\alpha,n}, \tilde{E}_{n,\beta},$ and $\tilde{E}_n$, which are related to the Mittag-Leffler functions in the complex $z$-plane $C$ as follows:

$$\tilde{E}_{\alpha,n}(z) := \begin{cases} 1, & (n = 0), \\ \frac{1}{\Gamma(n)} z^n E_{\alpha,n}(z), & (n \in \mathbb{N}), \end{cases}$$

(2.5)

$$\tilde{E}_{n,\beta}(z) := \begin{cases} \frac{1}{\Gamma(\beta)} z^n E_{n,\beta}(z), & (n \in \mathbb{N}), \\ z^n E_n(z), & (n = 0), \end{cases}$$

(2.6)

and

$$\tilde{E}_n(z) := \begin{cases} \frac{1}{z^n} E_n(z), & (n = 0), \\ z^n E_n(z), & (n \in \mathbb{N}). \end{cases}$$

(2.7)

Among other interesting results, the following asymptotic formulas for the large values of the indices $\alpha$ and $\beta$ in the definitions (2.3) and (2.4) were given for $z \in C$ (see, for details, [14]):

$$E_{\alpha,n}(z) = \frac{1}{\Gamma(n)} [1 + \Theta_{\alpha,n}(z)], \quad E_{n,\beta}(z) = \frac{1}{\Gamma(\beta)} [1 + \Theta_{n,\beta}(z)], \quad \text{and} \quad E_n(z) = 1 + \Theta_n(z),$$

where $\Theta_{\alpha,n}, \Theta_{n,\beta},$ and $\Theta_n$ are given by

$$\Theta_{\alpha,n}(z) = \Gamma(n) \sum_{k=1}^{\infty} \frac{z^k}{\Gamma(\alpha k + n)} \to 0, \quad (n \to \infty),$$

(2.8)

$$\Theta_{n,\beta}(z) = \Gamma(\beta) \sum_{k=1}^{\infty} \frac{z^k}{\Gamma(n k + \beta)} \to 0, \quad (n \to \infty),$$

(2.9)

and

$$\Theta_n(z) = \sum_{k=1}^{\infty} \frac{z^k}{\Gamma(n k + 1)} \to 0, \quad (n \to \infty),$$

(2.10)

respectively. Here the (real or complex) parameters $\alpha$ and $\beta$ as well as the argument $z \in C$ and fixed, $n \in \mathbb{N}$, and the power series in (2.8), (2.9), and (2.10) define holomorphic functions for $z \in C$. Moreover, the convergence is uniform on any compact subset of $C$. 
In our present sequel to [14], we propose to investigate various new families of linear operators which are based upon the above functions convoluting with the function \( f(z) \in \mathcal{A} \) given by (2.1). In order to present our results in a notationally convenient manner, we need the function of the Fox-Wright Function \( p\Psi_q (p, q \in \mathbb{N}_0) \) or \( p\Psi^*_q (p, q \in \mathbb{N}_0) \) which is a generalization of the familiar generalized hypergeometric function \( pF_q (p, q \in \mathbb{N}_0) \) with \( p \) numerator parameters \( a_1, \cdots, a_p \) and \( q \) denominator parameters \( b_1, \cdots, b_q \) such that

\[
a_i \in \mathbb{C} \ (i = 1, \cdots, p) \quad \text{and} \quad b_j \in \mathbb{C} \setminus \mathbb{Z}^- \ (j = 1, \cdots, q),
\]
defined by (see, for details, [9, p. 56])

\[
p\Psi^*_q \left[ \begin{array}{c} (a_1, A_1), \cdots, (a_p, A_p); \\ (b_1, B_1), \cdots, (b_q, B_q); \end{array} \right] z = \sum_{k=0}^{\infty} \frac{(a_1)_{A_1} \cdots (a_p)_{A_p} k^k}{(b_1)_{B_1} \cdots (b_q)_{B_q} k!} \frac{1}{\Gamma(b_1) \cdots \Gamma(b_q) \cdot \Gamma(a_1) \cdots \Gamma(a_q) \cdot \Gamma^q(z)} \left( \frac{a_1, \cdots, a_p}{b_1, \cdots, b_q} \right) \left( \frac{z}{1} \right)^k,
\]

where the equality in the convergence condition holds true for suitably bounded values of \(|z|\) given by

\[
|z| < \nabla := \left( \prod_{i=1}^{p} A_i^{A_i} \right) \cdot \left( \prod_{j=1}^{q} B_j^{B_j} \right).
\]

In the particular case when

\[
A_i = B_j = 1 \quad (i = 1, \cdots, p; \ j = 1, \cdots, q),
\]
we have the following relationship:

\[
p\Psi^*_q \left[ \begin{array}{c} (a_1, 1), \cdots, (a_p, 1); \\ (b_1, 1), \cdots, (b_q, 1); \end{array} \right] z = pF_q \left[ \begin{array}{c} a_1, \cdots, a_p; \\ b_1, \cdots, b_q; \end{array} \right] z = \frac{\Gamma(b_1) \cdots \Gamma(b_q)}{\Gamma(a_1) \cdots \Gamma(a_q)} p\Psi^*_q \left[ \begin{array}{c} (a_1, 1), \cdots, (a_p, 1); \\ (b_1, 1), \cdots, (b_q, 1); \end{array} \right] z,
\]
in terms of the generalized hypergeometric function \( p\Psi_q (p, q \in \mathbb{N}_0) \).

A natural further generalization and unification of the Hurwitz-Lerch Zeta function \( \Phi(z, s, \alpha) \) as well as the Fox-Wright function \( p\Psi^*_q \) defined by (2.11) was accomplished recently by Srivastava et al. [24] by introducing essentially arbitrary numbers of numerator and denominator parameters. For recalling the definition of their multi-parameter extension, in addition to the symbol \( \nabla \) defined by (2.12) with, of course,

\[
A_i = \rho_i \ (i = 1, \cdots, p) \quad \text{and} \quad B_j = \sigma_j \ (j = 1, \cdots, q),
\]
that is,

\[
\nabla^* := \left( \prod_{i=1}^{p} \alpha_i^{-\alpha_i} \right) \cdot \left( \prod_{j=1}^{q} \beta_j^{\beta_j} \right),
\]

the following notations will be employed:

\[
\Delta := \sum_{j=1}^{q} \sigma_j - \sum_{i=1}^{p} \rho_i \quad \text{and} \quad \Xi := s + \sum_{j=1}^{q} \mu_j - \sum_{i=1}^{p} \lambda_i + \frac{p-q}{2}.
\]
The extended Hurwitz-Lerch Zeta function \( \Phi_{\lambda_1,\ldots,\lambda_p;\mu_1,\ldots,\mu_q}(z, a) \) is then defined by

\[
\Phi_{\lambda_1,\ldots,\lambda_p;\mu_1,\ldots,\mu_q}(z, a) = \sum_{k=0}^{\infty} \frac{\prod_{i=1}^{p} (\lambda_i)_{k\rho_i} z^k}{k! \prod_{j=1}^{q} (\mu_j)_{k\sigma_j}(k + a)^{s'}}
\]

(2.13)

where \( \lambda_i \in \mathbb{C} \) (\( i = 1, \ldots, p \)); \( \mu_j \in \mathbb{C} \setminus \mathbb{Z}_0^{-} \) (\( j = 1, \ldots, q \)); \( \rho_i, \sigma_j \in \mathbb{R}^+ \) (\( i = 1, \ldots, p \); \( j = 1, \ldots, q \)); \( \Delta > -1 \) when \( s, z \in \mathbb{C} \);

\( \Delta = -1 \) and \( s \in \mathbb{C} \) when \( |z| < \nabla^+ \); \( \Delta = -1 \) and \( \Re(\xi) > \frac{1}{2} \) when \( |z| = \nabla^* \),

where \( \mathbb{Z}_0^{-} \) denotes the set of non-positive integers and \( (\lambda)_\nu \) denotes the general Pochhammer symbol defined, in terms of the familiar gamma function, by

\[
(\lambda)_\nu := \frac{\Gamma(\lambda + \nu)}{\Gamma(\lambda)} = \begin{cases} \frac{1}{\nu!} & (\nu = 0; \lambda \in \mathbb{C} \setminus \{0\}), \\ \lambda(\lambda + 1) \cdots (\lambda + k - 1) & (\nu = k \in \mathbb{N}; \lambda \in \mathbb{C}), \end{cases}
\]

is being understood conventionally that \( (0)_0 := 1 \) and assumed tacitly that the \( \Gamma \)-quotient exists. For a widely-investigated \( \lambda \)-generalized version of the definition (2.13), see the work by Srivastava [22]. More interestingly, if we set \( p \mapsto p + 1 \) (\( p_1 = \cdots = p_p = 1 \); \( \lambda_{p+1} = \rho_{p+1} = 1 \)) and \( q \mapsto q + 1 \) (\( \sigma_1 = \cdots = \sigma_q = 1 \); \( \mu_{q+1} = \beta \); \( \sigma_{q+1} = \alpha \)), then the definition (2.13) (with \( s = 0 \)) reduces to the following generalized M-series which was introduced and studied recently (see [16, 18, 20]):

\[
\alpha,\beta_p M_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_p)_k}{(b_1)_k \cdots (b_q)_k} \frac{z^k}{\Gamma(ak + \beta)}
\]

or, equivalently,

\[
\alpha,\beta_p M_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \frac{\Gamma(b_1) \cdots \Gamma(b_q)}{\Gamma(a_1) \cdots \Gamma(a_p)} \frac{z^{p+1\Psi q+1}}{\Gamma(\alpha)_\nu z^{p+1\Psi q+1}}
\]

which reiterates the earlier authors’ observation in (for example) [24] that the so-called generalized M-series is, in fact, an obvious variant and special case of the Fox-Wright function \( p\Psi_q \) or \( p\Psi^*_q \) defined by (2.11).

3. First set of results

We begin by the following Definition 3.1 below.

**Definition 3.1.** For \( \Re(\alpha) > 0 \), \( \beta > 0 \) and \( \Re(\gamma) > 0 \), we define the functions \( \mathcal{E}_{\alpha,n}, \mathcal{E}_{n,\beta} \) and \( \mathcal{E}_n \) by

\[
\mathcal{E}_{\alpha,n}(z) := z^{1-n} \widetilde{E}_{\alpha,n}(z) = \begin{cases} \frac{z^\gamma}{\Gamma(n)} z \mathcal{E}_{\alpha,n}(z) = z + \sum_{k=1}^{\infty} \frac{\gamma(n)}{\Gamma(\alpha+n)} z^{\gamma+n+1}, & (n = \mathbb{N}), \end{cases}
\]

(3.1)
by Theorem 3.3. 

The following results which provides an upper bound for the operator \( \tilde{\mathcal{F}}_{\alpha,\beta} \) defined by (3.4). For uniformity and convenience, we make use of the Fox-Wright \( p, q \)-notation in our results.

**Theorem 3.3.** Let \( f(z) \in \mathcal{S} \). Then

\[
|\tilde{\mathcal{F}}_{\alpha,\beta}(f)(z)| \leq r \Gamma(\beta) \Psi_1 \left[ \begin{array}{c} (2, 1); \\ r \\ (\beta, \alpha); \end{array} \right], \quad (|z| \leq r, 0 < r < 1; \alpha, \beta > 0).
\]
Proof. By hypothesis, the function \( f(z) \in S \) is of the form (2.1).

\[
|\mathcal{F}_{\alpha, \beta}(f)(z)| \leq r \sum_{k=0}^{\infty} \frac{(k+1)\Gamma(\beta)}{\Gamma(\alpha k + \beta)} k^k
\]

\[
= r\Gamma(\beta) \sum_{k=0}^{\infty} \frac{\Gamma(k+2)}{k!} \frac{r^k}{(\alpha k + \beta)}, \quad (|z| \leq r \ (0 < r < 1); \ \alpha, \beta > 0),
\]

where we have used the following well-known estimate (see Theorem 2.1):

\[
|a_k| \leq k \quad (k \in \mathbb{N} \setminus \{1\}).
\]

The assertion (3.5) would follow from (3.6) when we interpret the series in (3.6) by means of the definition (2.1). Our demonstration of Theorem 3.3 is thus completed.

The proof of Theorem 3.4 below is analogous to that of Theorem 3.3.

**Theorem 3.4.** Let \( f(z) \in K \). Then

\[
|\mathcal{F}_{\alpha, \beta}(f)(z)| \leq r\Gamma(\beta) \Psi_1 \begin{pmatrix} (1, 1); \\ (\beta, \alpha) \end{pmatrix}, \quad (|z| \leq r \ (0 < r < 1); \ \alpha, \beta > 0).
\]

We next prove the following result.

**Theorem 3.5.** If \( f(z) \in S \), then

\[
|\mathcal{F}_{\alpha, \beta}(f)(z) - z| \leq \frac{r\Gamma(\beta)}{\Gamma(\alpha + \beta)} \frac{r}{(1-r)^2}, \quad (|z| \leq r \ (0 < r < 1); \ \alpha, \beta > 0).
\]

Proof. By supposing that the \( f \in S \) is given by (2.1), we have

\[
|\mathcal{F}_{\alpha, \beta}(f)(z) - z| = \left| \sum_{k=2}^{\infty} \frac{\Gamma(\beta)}{\Gamma(\alpha k + \beta - \alpha)} a_k z^k \right| = \left| \sum_{k=2}^{\infty} \Omega(k) a_k z^k \right|,
\]

where

\[
\Omega(k) = \frac{\Gamma(\beta)}{\Gamma(\alpha k + \beta - \alpha)} \quad (k \in \mathbb{N} \setminus \{1\}).
\]

Since, clearly,

\[
\Omega(k) \leq \Omega(2) = \frac{\Gamma(\beta)}{\Gamma(\alpha + \beta)} \quad (k \in \mathbb{N} \setminus \{1\}; \ \alpha, \beta > 0),
\]

we conclude that

\[
|\mathcal{F}_{\alpha, \beta}(f)(z) - z| \leq \frac{r\Gamma(\beta)}{\Gamma(\alpha + \beta)} \sum_{k=2}^{\infty} |a_k| |z|^k \leq \frac{r\Gamma(\beta)}{\Gamma(\alpha + \beta)} |z|^2 \sum_{k=2}^{\infty} kr^{k-2} \leq \frac{r\Gamma(\beta)}{\Gamma(\alpha + \beta)} \frac{r}{(1-r)^2},
\]

where we have used the following estimates (see Theorem 2.1):

\[
|z| < 1 \quad \text{and} \quad |a_k| \leq k \quad (z \in \mathbb{U}; \ k \in \mathbb{N} \setminus \{1\}).
\]

This evidently completes the proof of Theorem 3.5. \( \square \)
4. Boundedness properties of the convolution operator $\mathfrak{F}_{\alpha, \beta}(f)$

In this section, we investigate the boundedness properties of the convolution operator $\mathfrak{F}_{\alpha, \beta}(f)$ under mappings from a weighted $\mu$-Bloch space $B^\mu_w$ into a weighted-log Bloch space $B^\mu_{w, \log}$. For all analytic functions $f \in \mathcal{U}$, the weighted $\mu$-Bloch space $B^\mu_w$ is defined by (see [4, 9])

$$||f||_{B^\mu_w} = \sup_{z \in \mathcal{U}} \left\{ |f'(z)| \frac{(1 - |z|)^\mu}{w(1 - |z|)} \right\} < \infty \quad (0 < \mu < \infty)$$

for $w : (0, 1) \to [0, \infty)$. For a function $\varphi \in B^\mu_w$, it is easy to see that

$$\sup_{z \in \mathcal{U}} \left\{ |\varphi(z)| \frac{(1 - |z|)^\mu}{w(1 - |z|)} \right\} \leq c < \infty \quad (c > 0; \ 0 < \mu < \infty).$$

Moreover, the weighted logarithmic Bloch space $B^\mu_{w, \log}$ of analytic functions $f(z)$ in $\mathcal{U}$ is defined by

$$||f||_{B^\mu_{w, \log}} = \sup_{z \in \mathcal{U}} \left\{ |f'(z)| \frac{(1 - |z|)^\mu}{w(1 - |z|)} \log \left( \frac{1}{1 - |z|} \right) \right\} \leq c < \infty \quad (0 < \mu < \infty)$$

for $w : (0, 1) \to [0, \infty)$. The weighted-log Bloch space $B^\mu_{w, \log}$ is Banach space.

Our demonstration of Theorem 4.2 below would make use of the following lemma.

**Lemma 4.1** ([15]). Let $f$ and $g$ be two analytic functions. Then

$$z(g * f)'(z) : = g(z) * zf'(z) \iff (g * f)'(z) = \frac{g(z)}{z} * f'(z), \quad (4.1)$$

provided that each member of (4.1) exists.

**Theorem 4.2.** Let $0 < \mu < \infty$, $\alpha, \beta > 0$, and $w : (0, 1) \to [0, \infty)$, and let $f \in \mathcal{A}$ in the open unit disk $\mathcal{U}$. Then

$$f \in B^\mu_w \iff \mathfrak{F}_{\alpha, \beta}(f) \in B^\mu_w.$$

**Proof.** By supposing $f \in B^\mu_w$, we find by Definition 3.2 and Lemma 4.1 on the weighted $\mu$-Bloch space that

$$||\mathfrak{F}_{\alpha, \beta}(f)||_{B^\mu_w} = \sup_{z \in \mathcal{U}} \left\{ |(E_{\alpha, \beta}(z) * f(z))'| \frac{(1 - |z|)^\mu}{w(1 - |z|)} \right\} = \sup_{z \in \mathcal{U}} \left\{ \left| \frac{E_{\alpha, \beta}(z)}{z} * f'(z) \right| \frac{(1 - |z|)^\mu}{w(1 - |z|)} \right\} \leq c ||f||_{B^\mu_w} < \infty,$$

where

$$\sup_{z \in \mathcal{U}} \left\{ |E_{\alpha, \beta}(z)| \frac{(1 - |z|)^\mu}{w(1 - |z|)} \right\} \leq c |z| \leq c \quad (|z| < 1; \ c > 0).$$

Consequently, we get

$$\mathfrak{F}_{\alpha, \beta}(f) \in B^\mu_w,$$

which proves the first part (necessity) of Theorem 4.2.

Conversely, let us assume that $\mathfrak{F}_{\alpha, \beta}(f) \in B^\mu_w$. We then aim to show that

$$||f||_{B^\mu_w} = \sup_{z \in \mathcal{U}} \left\{ |f'(z)| \frac{(1 - |z|)^\mu}{w(1 - |z|)} \right\} < \infty \quad (0 < \mu < \infty).$$

We now define an analytic function $F_{\alpha, \beta}(z)$ by

$$F_{\alpha, \beta}(z) : = \frac{E_{\alpha, \beta}(z)}{z} \quad (z \in \mathcal{U} \setminus \{0\}),$$

such that

\[ F_{\alpha,\beta}(z) * F_{\alpha,\beta}^{(-1)}(z) = \frac{1}{1-z}. \]

Then, we find that

\[
\|f\|_{B_w^\mu} = \sup_{z \in U} \left\{ \left| f'(z) \left( \frac{(1-|z|)^\mu}{w(1-|z|)} \right) \right| \right\} = \sup_{z \in U} \left\{ \left| F_{\alpha,\beta}(z) * f'(z) * F_{\alpha,\beta}^{(-1)}(z) \frac{(1-|z|)^\mu}{w(1-|z|)} \right| \right\}
\]

\[
= \sup_{z \in U} \left\{ \left| (E_{\alpha,\beta}(z) * f'(z)) * F_{\alpha,\beta}^{(-1)}(z) \frac{(1-|z|)^\mu}{w(1-|z|)} \right| \right\} \leq c_{\alpha,\beta} \| \mathcal{F}_{\alpha,\beta}(f) \|_{B_w^\mu},
\]

where

\[ c_{\alpha,\beta} := \| F_{\alpha,\beta}^{(-1)}(z) \|. \]

This completes the proof of Theorem 4.2.

\[ \square \]

**Theorem 4.3.** Let \( 0 < \mu < \infty, \alpha, \beta > 0, \) and \( w : (0,1] \to (0,\infty) \). Also let \( f \in A \) in the open unit disk \( U \). Then

\[ \| \mathcal{F}_{\alpha,n}(f) \|_{B_w^\mu} \leq c \| f \|_{B_w^{\mu + \log}} \quad (c > 0). \]

**Proof.** For a function \( \varphi \in B_w^\mu \), we see that, for every \( \varepsilon > 0 \), there is an \( \tau (0 < \tau < 1) \) such that

\[ |\varphi(z)| \leq \varepsilon \log \left( \frac{1}{1-|z|} \right) \quad (\tau < |z| < 1). \] (4.2)

Therefore, \( w : (0,1] \to [0,\infty) \), we have

\[
\| \mathcal{F}_{\alpha,\beta}(f) \|_{B_w^\mu} = \sup_{z \in U} \left\{ \left| (E_{\alpha,\beta}(z) * f(z)) \left( \frac{(1-|z|)^\mu}{w(1-|z|)} \right) \right| \right\} \leq \varepsilon \sup_{z \in U} \left\{ \left| f'(z) \left( \frac{(1-|z|)^\mu}{w(1-|z|)} \right) \log \left( \frac{1}{1-|z|} \right) \right| \right\} \leq \varepsilon \| f \|_{B_w^{\mu + \log}} < \infty,
\]

where

\[ |E_{\alpha,\beta}(z)| \leq \varepsilon |z| \log \left( \frac{1}{1-|z|} \right) \leq \varepsilon \log \left( \frac{1}{1-|z|} \right) \quad (|z| < 1). \]

The proof of Theorem 4.3 is thus completed. \[ \square \]

**Theorem 4.4.** Let \( 0 < \mu < \infty, \alpha, \beta > 0, \) and \( w : (0,1] \to [0,\infty) \). Then

\[ \| \mathcal{F}_{\alpha,\beta}(f) \|_{B_w^\mu} \leq \frac{\varepsilon \Gamma(\beta)}{2} \| f(z) \|_{B_w^{\mu + \log}} \quad (\varepsilon > 0). \]

**Proof.** Just as in (4.2), suppose that, for a function \( \varphi \in B_w^\mu \), and for every \( \varepsilon > 0 \), there is an \( \tau (0 < \tau < 1) \) such that

\[ |\varphi(z)| \leq \frac{\varepsilon}{2} \log \left( \frac{1}{1-|z|} \right) \quad (\tau < |z| < 1). \]

Therefore, for \( w : [0,1] \to [0,\infty) \), we find that

\[
\| \mathcal{F}_{\alpha,\beta}(f) \|_{B_w^\mu} \leq \Gamma(\beta) \sup_{z \in U} \left\{ \left| \left( r \left( \psi \left( \begin{array}{c} 1,1; \beta,\alpha \end{array} \right) f(r) \right) \right) \frac{(1-|z|)^\mu}{w(1-|z|)} \right| \right\}
\]

\[ \leq \frac{\varepsilon \Gamma(\beta)}{2} \| f(z) \|_{B_w^{\mu + \log}} \quad (\varepsilon > 0). \]
\[ = \Gamma (\beta) \sup_{z \in U} \left\{ \left( \frac{(1, 1); \beta, \alpha;}{1} \ast f(r) \right) + r \left( \frac{(1, 1); \beta, \alpha;}{1} \ast f(r) \right)^\prime \frac{(1-|z|)^\mu}{w(1-|z|)} \right\} \]
\[ = \Gamma (\beta) \sup_{z \in U} \left\{ \frac{1}{\beta, \alpha;}(1, 1) \right\} \ast [f(r) + rf'(r)] \frac{(1-|z|)^\mu}{w(1-|z|)} \left\{ \frac{(1-|z|)^\mu}{w(1-|z|)} \log \left( \frac{1}{1-|z|} \right) \right\} \]
\[ \leq \frac{\epsilon \Gamma (\beta)}{2} ||f(z)||_{B^{\mu}_{\log}} (r < |z| < 1; \epsilon > 0). \]

The proof of Theorem 4.4 is thus completed.

5. Conclusion

Our present investigation was motivated essentially by the fact that studies of convolution play an important role in Geometric Function Theory (GFT). In recent years, such studies have attracted a large number of researchers who made use of the Hadamard product (or convolution) to introduce and investigate various interesting subclasses of analytic and univalent functions for such well-known concepts as the subordination and superordination inequalities, integral mean and partial sums, and so on. Here, in this article, we have applied the Hadamard product (or convolution) by utilizing some special functions. Our contribution in this paper includes defining a new linear operator in the form of the generalized Mittag-Leffler function in terms of the extensively-investigated Fox-Wright \( p \)-\( \Psi_q \)-function in right-half of the open unit disk \( U \) where \( \Re(z) > 0 \). We have then shown that the newly-defined linear convolution operator is bounded in some spaces. In particular, we have presented several boundedness properties of this linear convolution operator under mappings from a weighted Bloch space into a weighted-log Bloch space. For uniformity and convenience, we have chosen to make use of the Fox-Wright \( p \Psi_q \)-notation in our results.
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