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Abstract

This paper studies the problem of master-slave synchronization for uncertain Lur’e system via time-varying delayed feedback control. It proves a new inequality involving double integrals, which can reduce the conservativeness of the known Jensen’s like inequalities according to our analysis. By employing this new inequality and a new class of novel mode-dependent augmented Lyapunov-Krasovskii functional (LKF), it establishes some novel synchronization criteria, where the controller gain can be achieved by solving a set of linear matrix inequalities (LMIs). Two examples with numerical simulations are given to illustrate the feasibility and the superiority of our methods. ©2017 All rights reserved.
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1. Introduction

During the last two decades, chaos synchronization has received much attention due to its theoretical importance and practical applications, see for example [1–4, 6, 9, 11, 12, 15, 17, 18, 22] and references therein. Such synchronization has been widely explored in a variety of fields including physical, chemical and ecological systems, human heartbeat regulation, secure communications, and so on. Moreover, a number of master-slave synchronization schemes for Lur’e systems have been proposed [3, 4, 12, 15, 17, 18].

Recently, the effect of delay on synchronization between two chaotic systems has been reported in many literatures due to the propagation delay frequently encountered in remote master-slave synchronization scheme. Guo and Zhong in [6] and Yalcin et al. in [21] derived some delay-independent [9] and delay-dependent synchronization criteria for global asymptotic stability of the error system, which
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are expressed as LMs and derived from extended LKFs. Liao and Chen [11] and Cao et al. [1] further generalized and improved the results in [21] and employed model transformation, which leads to some conservative synchronization criteria for inducing additional terms. Shortly, some new approaches are employed to avoid using model transformation and derive much less conservative synchronization conditions, for example, Xiang et al. [20]. He et al. [8] used integral inequality [22] in the derivative of Lyapunov functional respectively, and it turned out that the permissible delay threshold can be fairly enlarged both in theory and in numerical experiment. However, with the development of the time, many methods to reduce the conservatism have been produced and applied in many other fields such as the integral inequality techniques used in neural network [19], and achieved good results. It should be pointed out that, most of the above articles are discussed only in constant delay. In practice, the time-varying delay often arises and may vary in a range.

Motivated by the above discussions, this paper investigates the problem of delay-dependent synchronization for uncertain Lur’e system with time-varying delayed feedback control. Before the problem of synchronization of uncertain Lur’e systems is investigated, this paper introduced a class of new triple-integral inequality used in the following LKFs to get less conservative criteria. The LKF contains not only double-integral terms but also triple-integral terms. And using some other effective techniques, such as a piecewise analysis method and the general free-weighting matrix method, some sufficient conditions on the existence of a delayed error feedback controller derived in the form of LMIs are less conservative than the existing results. Two examples with numerical simulations are given to illustrate the effectiveness and superiority of the obtained criteria.

Notation: $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space, and $\mathbb{R}^{n \times m}$ denotes the set of all $n \times m$ real matrices. $P \in \mathbb{R}^{n \times n}$ and $P > 0$ (respectively, $P < 0$) show that $P$ is a positive (respectively, negative) definite matrix. $\text{diag} \{a_1, a_2, \ldots, a_n\}$ represents a diagonal matrix with diagonal elements $a_1, a_2, \ldots, a_n$. * denotes a symmetric term in a symmetric matrix.

2. Problem statement and preliminaries

Consider the following master-slave synchronization scheme using time-varying delayed feedback control:

$$
M : \begin{cases}
\dot{x}(t) = (A + \Delta A(t))x(t) + (B + \Delta B(t)) \varphi(Cx(t)), \\
p(t) = Hx(t),
\end{cases}
S : \begin{cases}
\dot{y}(t) = (A + \Delta A(t))y(t) + (B + \Delta B(t)) \varphi(Cy(t)) + u(t), \\
q(t) = Hy(t),
\end{cases}
C : u(t) = M(p(t - h(t)) - q(t - h(t))),
$$

with master system $M$, slave system $S$ and controller $C$, where the time-delay $0 \leq h(t) \leq h_M$ and $0 \leq h(t) \leq h_d < 1$. The master and slave systems are Lur’e systems with state vectors $x, y \in \mathbb{R}^n$, and the output vectors $p, q \in \mathbb{R}^l$, respectively. The matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{m \times n}$ and $H \in \mathbb{R}^{l \times n}$ are known constant matrices. The nonlinearity $\varphi(\cdot)$ is time-invariant, decoupled, and satisfies a sector condition with $\varphi_i(\sigma)(i = 1, 2, \ldots, m)$ belonging to a sector $[0, k]$, i.e.,

$$
\varphi_i(\sigma)(\varphi_i(\sigma) - k\sigma) \leq 0 \forall t \geq 0, \forall \sigma \in \mathbb{R}. 
$$

$\Delta A(t)$ and $\Delta B(t)$ are time-varying uncertain matrices of appropriate dimensions, which are assumed to be of the following form:

$$
\begin{bmatrix}
\Delta A(t) \\
\Delta B(t)
\end{bmatrix} = NF(t) \begin{bmatrix}
E_a \\
E_b
\end{bmatrix},
$$

where $N$, $E_a$ and $E_b$ are known real constant matrices of appropriate dimensions and $F(t)$ is a time-varying uncertain matrix satisfying

$$
F(t)^TF(t) \leq I, \forall t \geq 0.
$$

Defining a signal $e(t) = x(t) - y(t)$ as the synchronization error, we have the uncertain error dynamical system in the form:
\[
\dot{e}(t) = (A + \Delta A(t))e(t) + (B + \Delta B(t))\eta(Ce(t), y(t)) - MHe(t - h(t)), \tag{2.4}
\]

where \( \eta(Ce, y) = \varphi(Ce + Cy) - \varphi(Cy) \). Let \( C = [c_1, c_2, \ldots, c_m]^T, c_i \in \mathbb{R}^n, i = 1, 2, \ldots, m \). The nonlinearity \( \eta(Ce, y) \) is assumed to belong to the sector \([0, k]\), i.e., for all \( t \geq 0 \), and for all \( e, y \),

\[
\eta_i(c_i e, y)(\eta_i(c_i e, y) - kc_i e) \leq 0. \tag{2.5}
\]

By using (2.3), the uncertain error dynamical system (2.4) can be written as follows:

\[
\dot{e}(t) = Ae(t) + B\eta(Ce(t), y(t)) - MHe(t - h(t)) + NP(t), \tag{2.6}
\]

where

\[
P(t) = F(t) \tau \dot{e}(t), \quad \tau = [E_a \quad 0 \quad 0 \quad 0 \quad E_b \quad 0 \quad 0 \quad 0 \quad 0 \quad 0],
\]

\[
\dot{e}(t) = \left[ e^T(t) \quad e^T(t - \frac{h(t)}{2}) \quad e^T(t - h(t)) \quad \eta^T(t) \quad \varphi^T(t)
\right]
\]

\[
\frac{1}{h(t)} \int_{t - \frac{h(t)}{2}}^t e^T(s) ds - \frac{1}{h(t)} \int_{t - h(t)}^t e^T(s) ds + \frac{1}{h(t)} \int_{t - h(t)}^t e^T(s) ds d\theta - \frac{1}{h(t)} \int_{t - h(t)}^t e^T(s) ds d\theta - P^T(t).
\]

The purpose of this paper is to study the master-slave synchronization for uncertain Lur'e systems and design the controller (2.1), i.e., to find the controller gain \( M \), such that the system described by (2.5) and (2.6) is robustly asymptotically stable, which means that the master system and the slave system are synchronized. The following lemmas are used in deriving synchronization criteria.

**Lemma 2.1** ([13, 14]). For a given matrix \( R > 0 \), any differential function \( \omega : [a, b] \rightarrow \mathbb{R}^n \), the following inequality holds:

\[
\int_a^b \omega^T(u) R \omega(u) du \geq \frac{1}{b - a} \left( \omega(b) - \omega(a) \right) R \left( \omega(b) - \omega(a) \right)^T + \frac{3}{b - a} \Omega_1^T R \Omega_1,
\]

\[
\int_a^b \omega^T(u) R \omega(u) du \geq \frac{1}{b - a} \left( \int_a^b \omega(u) du \right)^T R \left( \int_a^b \omega(u) du \right) + \frac{3}{b - a} \Omega_2^T R \Omega_2,
\]

where

\[
\Omega_1 = \omega(b) + \omega(a) - \frac{2}{b - a} \int_a^b \omega(u) du,
\]

\[
\Omega_2 = \int_a^b \omega(s) ds - \frac{2}{b - a} \int_a^s \omega(r) dr ds.
\]

**Lemma 2.2.** For a given matrix \( R > 0 \), the following inequality holds for all continuously differentiable function \( \omega \in [t - h, t] \rightarrow \mathbb{R}^n \):

\[
\int_{t-h}^t \int_{t-h}^t \omega^T(s) R \omega(s) d\theta ds \geq 6 \Omega_3^T \begin{pmatrix} R & R & -4R \\ R & 3R & -8R \\ * & * & 24R \end{pmatrix} \Omega_3,
\]

where

\[
\Omega_3^T = \begin{pmatrix} \omega^T(t) & \frac{1}{h^2} \int_{t-h}^t \omega^T(s) ds & \frac{1}{h^2} \int_{t-h}^t \omega^T(s) ds d\theta \end{pmatrix}.
\]

**Proof.** For any continuous function \( \omega(t) \in [t - h, t] \) and which admits a continuous derivative, define the function \( z \) by

\[
z(s) = \omega(s) - \frac{2}{h^2} A + \frac{4g(s)}{h^3} B, s \in [t - h, t],
\]
where
\[
A = h \omega(t) - \int_{t-h}^{t} \omega(s) \, ds,
\]
\[
B = h \omega(t) + 2 \int_{t-h}^{t} \omega(s) \, ds - \frac{6}{h} \int_{t-h}^{t} \omega(s) \, ds \, d\theta,
\]
\[
g(s) = 3t - h - 3s.
\]

The computation of \( \int_{-h}^{t} \int_{t+\theta}^{t} z^T(s) Rz(s) \, ds \, d\theta \) leads to
\[
\int_{-h}^{t} \int_{t+\theta}^{t} z^T(s) Rz(s) \, ds \, d\theta = \int_{-h}^{t} \int_{t+\theta}^{t} \omega^T(s) R\omega(s) \, ds \, d\theta - \frac{4}{h^2} \int_{-h}^{t} \int_{t+\theta}^{t} \omega^T(s) \, ds \, d\theta RA
\]
\[
+ \frac{4}{h^4} \int_{-h}^{t} \int_{t+\theta}^{t} ds \, d\theta A^T RA - \frac{16}{h^5} \int_{-h}^{t} \int_{t+\theta}^{t} g(s) \, ds \, d\theta A^T RB
\]
\[
+ \frac{16}{h^6} \int_{-h}^{t} \int_{t+\theta}^{t} g^2(s) \, ds \, d\theta B^T RB + \frac{8}{h^3} \int_{-h}^{t} \int_{t+\theta}^{t} g(s) \omega(s) \, ds \, d\theta RB.
\]

Simple calculation ensures that
\[
\int_{-h}^{t} \int_{t+\theta}^{t} \omega(s) \, ds \, d\theta = A,
\]
\[
\int_{-h}^{t} \int_{t+\theta}^{t} ds \, d\theta = \frac{1}{2} h^2,
\]
\[
\int_{-h}^{t} \int_{t+\theta}^{t} g(s) \, ds \, d\theta = 0,
\]
\[
\int_{-h}^{t} \int_{t+\theta}^{t} g^2(s) \, ds \, d\theta = \frac{1}{4} h^4,
\]
and integration by parts ensures that
\[
\int_{-h}^{t} \int_{t+\theta}^{t} g(s) \omega(s) \, ds \, d\theta = -hB.
\]

It thus follows from \( R > 0 \) that
\[
\int_{-h}^{t} \int_{t+\theta}^{t} z^T(s) Rz(s) \, ds \, d\theta = \int_{-h}^{t} \int_{t+\theta}^{t} \omega^T(s) R\omega(s) \, ds \, d\theta - \frac{2}{h^2} A^T RA - \frac{4}{h^2} B^T RB \geq 0.
\]

More specifically, one can see
\[
\int_{-h}^{t} \int_{t+\theta}^{t} \omega^T(s) R\omega(s) \, ds \, d\theta \geq \frac{2}{h^2} (A^T RA + 2B^T RB), \quad (2.7)
\]
or equivalently
\[
\int_{-h}^{t} \int_{t+\theta}^{t} \omega^T(s) R\omega(s) \, ds \, d\theta \geq \Omega_3^T \begin{pmatrix} 6R & 6R & -24R \\ 6R & 18R & -48R \\ 18R & -48R & 144R \end{pmatrix} \Omega_3, 
\]
with \( \Omega_3^T = \begin{pmatrix} \omega^T \, t \int_{-h}^{t} \omega^T(s) \, ds \, t \int_{-h}^{t} \omega^T(s) \, ds \, d\theta \end{pmatrix} \). This completes the proof. \( \Box \)

Remark 2.3. It is worth mentioning that the choice of function \( z(s) \) is essential in the proof of Lemma 2.2. On the one hand, the function \( g(s) \) should be constructed to make \( \int_{-h}^{t} \int_{t+\theta}^{t} g(s) \, ds \, d\theta A^T RB = 0 \), and lead
to the right-hand of (2.7) in a standard quadratic form. Therefore, according to the computation for the integration, we choose \( g(s) = 3t - h - 3s \). On the other hand, to unify the coefficient \( \frac{1}{h^2} \) of the expression (2.7), \( z(s) \) should contain the coefficient \( \frac{1}{h^2} \).

**Remark 2.4.** It can be seen that the inequality in [16, Lemma 1] is equivalent to the following one

\[
\int_{-h}^{0} \int_{t+\theta}^{t} \omega^T(s) R \omega(s) \, ds \, d\theta \geq \frac{2}{h^2} A^T R A,
\]

with \( A \) defined in Lemma 2.2. Clearly, inequality (2.7) gives a better estimation than the inequality in [16, Lemma 1] does. Hence, Lemma 2.2 is less conservative than [16, Lemma 1]. It is worthy to note that this improvement is allowed by using an extra signal \( \int_{-h}^{0} \int_{t+\theta}^{t} \omega(s) \, ds \, d\theta \), not only the signals \( \omega(s) \) and \( \int_{t-h}^{t} \omega(s) \, ds \). Since [16, Lemma 1] has been widely applied in stability analysis of time-delay systems, Lemma 2.2 will be very important and applicable to analyze the delay-dependent stabilization for many kinds of delay dynamical systems and provide less conservative stability results.

### 3. Main results

We will establish a new delay-dependent stability criterion for the master-slave system by using the new inequality proposed above Lemma 2.2, which gives some less conservative sufficient conditions. Now we are in the position to state and prove the main results.

**Theorem 3.1.** The error system (2.6) satisfies the condition (2.5) is robustly asymptotically stable for given values \( h(t) \) in \([0, h_M]\) and \( \dot{h}(t) \) in \([0, \dot{h}_M]\) and \( q > 0 \), if there exist appropriate dimensional matrices \( L_1, L_2 \), and positive diagonal matrices \( \Lambda = \text{diag} \{ \lambda_1, \lambda_2, \ldots, \lambda_m \} > 0 \), \( T_i = \text{diag} \{ t_{i1}, t_{i2}, \ldots, t_{im} \} > 0 \), \( i = 1, 2 \), and positive matrices \( P = [P_{ij}]_{5 \times 5}, Q_i \) \( i = 1, 2, \ldots, 8 \) such that the following LMI holds:

\[
\Xi = \begin{bmatrix} E & 0 \\ 0 & -qI \end{bmatrix} + LX + X^T L^T + q \tau T \tau < 0, \tag{3.1}
\]

where

\[
E = [E_{ij}]_{10 \times 10}, \quad E_{ij} = E_{ji}, \quad i, j = 1, 2, \ldots, 10,
\]

\[
E_{11} = P_{12} + P_{13} + \frac{\dot{h}}{2} P_{14} + h P_{15} + P_{12} + P_{13} + \frac{h^2}{2} P_{14} + h^2 P_{15} + Q_1 + Q_2 - \frac{4 (2 - \dot{h})}{h M} Q_3,
\]

\[
E_{12} = - \frac{(1 - \dot{h})}{2} P_{12} - \frac{2 (2 - \dot{h})}{h M} Q_3,
\]

\[
E_{13} = - (1 - \dot{h}) P_{13} - \frac{2 (1 - \dot{h})}{h M} Q_4,
\]

\[
E_{14} = P_{11},
\]

\[
E_{15} = k C^T T_1,
\]

\[
E_{16} = k C^T T_2,
\]

\[
E_{17} = - \frac{(1 - \dot{h})}{2} h P_{14} + h P_{22} + h P_{23} + \frac{1}{2} h^2 p_{24} + h^2 p_{25} + \frac{12 (2 - \dot{h})}{h M} Q_3 - 6 (2 - \dot{h}) Q_7,
\]

\[
E_{18} = -(1 - \dot{h}) h P_{15} + h P_{23} + h P_{33} + \frac{1}{2} h^2 p_{34} + h^2 p_{35} + \frac{6 (1 - \dot{h})}{h M} Q_4 - 6 (1 - \dot{h}) Q_8,
\]

\[
E_{19} = h^2 p_{24} + h^2 p_{34} + \frac{1}{2} h^3 P_{44} + h^3 p_{45} + 48 (2 - \dot{h}) Q_7,
\]

\[
E_{21} = P_{21},
\]

\[
E_{22} = k C^T T_1,
\]

\[
E_{23} = k C^T T_2,
\]

\[
E_{24} = P_{22},
\]

\[
E_{25} = k C^T T_3,
\]

\[
E_{26} = k C^T T_4,
\]

\[
E_{27} = h P_{24} + h^2 p_{24} + \frac{1}{2} h^3 P_{44} + h^3 p_{45} + 48 (2 - \dot{h}) Q_7,
\]

\[
E_{28} = (1 - \dot{h}) Q_4 + Q_6 - (1 - \dot{h}) Q_7 - 6 (1 - \dot{h}) Q_8,
\]

\[
E_{29} = \frac{h^2}{2} Q_{5} + h Q_{6} - 3 (2 - \dot{h}) Q_7 - 6 (1 - \dot{h}) Q_8,
\]

\[
E_{31} = h^2 P_{34} + h^2 p_{34} + \frac{1}{2} h^3 P_{44} + h^3 p_{45} + 48 (2 - \dot{h}) Q_7,
\]

\[
E_{32} = \frac{1}{2} h^2 P_{45} + \frac{1}{2} h^3 P_{44} + h^3 p_{45} + 48 (2 - \dot{h}) Q_7,
\]

\[
E_{33} = \frac{1}{2} h^2 P_{25} + \frac{1}{2} h^3 P_{44} + \frac{1}{2} h^2 P_{35} + \frac{6 (1 - \dot{h})}{h M} Q_4 - 6 (1 - \dot{h}) Q_8,
\]

\[
E_{34} = \frac{1}{2} h^2 P_{25} + \frac{1}{2} h^3 P_{44} + \frac{1}{2} h^2 P_{35} + \frac{6 (1 - \dot{h})}{h M} Q_4 - 6 (1 - \dot{h}) Q_8,
\]

\[
E_{35} = \frac{1}{2} h^2 P_{25} + \frac{1}{2} h^3 P_{44} + \frac{1}{2} h^2 P_{35} + \frac{6 (1 - \dot{h})}{h M} Q_4 - 6 (1 - \dot{h}) Q_8,
\]
\[ E_{110} = h^2 p_{25} + h^2 p_{35} + \frac{1}{2} h^3 p_{45} + h^3 p_{55} + 24 \left( 1 - \frac{h}{2} \right) Q_8, \]
\[ E_{22} = - \left( 1 - \frac{h}{2} \right) Q_1 - \frac{4}{h_M} \left( 2 - \frac{h}{2} \right) Q_3, \]
\[ E_{27} = - \left( 1 - \frac{h}{2} \right) h P_{22} + \frac{12}{h_M} \left( 2 - \frac{h}{2} \right) Q_3, \]
\[ E_{28} = - \left( 1 - \frac{h}{2} \right) h P_{23}, \]
\[ E_{29} = - \left( 1 - \frac{h}{2} \right) h^2 P_{24}, \]
\[ E_{210} = - \left( 1 - \frac{h}{2} \right) h^2 P_{25}, \]
\[ E_{33} = - \left( 1 - \frac{h}{2} \right) Q_2 - \frac{4}{h_M} \left( 1 - \frac{h}{2} \right) Q_4, \]
\[ E_{37} = - \left( 1 - \frac{h}{2} \right) h P_{32}, \]
\[ E_{38} = - \left( 1 - \frac{h}{2} \right) h P_{33} + \frac{6}{h_M} \left( 1 - \frac{h}{2} \right) Q_4, \]
\[ E_{39} = - \left( 1 - \frac{h}{2} \right) h^2 P_{34}, \]
\[ E_{310} = - \left( 1 - \frac{h}{2} \right) h^2 P_{35}, \]
\[ E_{44} = h Q_3 + h Q_4 + \frac{1}{8} h^2 Q_7 + \frac{1}{2} h^2 Q_8, \]
\[ E_{46} = \Lambda C, \]
\[ E_{47} = h P_{12}, \]
\[ E_{48} = h P_{13}, \]
\[ E_{49} = h^2 P_{14}, \]
\[ E_{410} = h^2 P_{15}, \]
\[ E_{55} = -2 T_i, \]
\[ E_{66} = -2 T_2, \]
\[ E_{77} = - \left( 1 - \frac{h}{2} \right) h^2 P_{24} - \left( 1 - \frac{h}{2} \right) h^2 P_{24} - \frac{48}{h_M} \left( 2 - \frac{h}{2} \right) Q_3 - 8 \left( 1 - \frac{h}{2} \right) h Q_5 - 36 \left( 2 - \frac{h}{2} \right) Q_7, \]
\[ E_{78} = - \left( 1 - \frac{h}{2} \right) h^2 P_{25} - \left( 1 - \frac{h}{2} \right) h^2 P_{34}, \]
\[ E_{79} = - \left( 1 - \frac{h}{2} \right) h^3 P_{44} + 24 \left( 1 - \frac{h}{2} \right) h Q_5 + 192 \left( 2 - \frac{h}{2} \right) Q_7, \]
\[ E_{710} = - \left( 1 - \frac{h}{2} \right) h^3 P_{45}, \]
\[ E_{88} = - \left( 1 - \frac{h}{2} \right) h^2 P_{35} - \left( 1 - \frac{h}{2} \right) h^2 P_{35} - \frac{12}{h_M} \left( 1 - \frac{h}{2} \right) Q_4 - 4 \left( 1 - \frac{h}{2} \right) h Q_6 - 18 \left( 1 - \frac{h}{2} \right) Q_8, \]
\[ E_{89} = - \left( 1 - \frac{h}{2} \right) h^3 P_{45}, \]
\[ E_{810} = - \left( 1 - \frac{h}{2} \right) h^3 P_{55} + 6 \left( 1 - \frac{h}{2} \right) h Q_6 + 48 \left( 1 - \frac{h}{2} \right) Q_8, \]
\[ E_{99} = -96 \left( 1 - \frac{h}{2} \right) h Q_5 - 1152 \left( 2 - \frac{h}{2} \right) Q_7, \]
\[ E_{1010} = -12 \left( 1 - \frac{h}{2} \right) h Q_6 - 144 \left( 1 - \frac{h}{2} \right) Q_8, \]
\[ \mathbf{L} = \begin{bmatrix} \mathbf{L}_1^T & 0 & 0 \end{bmatrix}, \]
\[ \mathbf{X} = \begin{bmatrix} \mathbf{A} & 0 & -\mathbf{M} \mathbf{H} \end{bmatrix}, \]
\[ \mathbf{N} \]

and the other $E_{ij} = 0 \ (i, j = 1, 2, \ldots, 10)$.
Proof. First, an LKF is constructed for

\[ V(x(t)) = \sum_{i=1}^{5} V_i(x(t)), \]

where

\[ V_1(x(t)) = \xi_t^T(t) P \xi_1(t) + 2 \sum_{i=1}^{m} \int_{t}^{t} e_{i}^T(s) \lambda_i \varphi_i(s) \, ds, \]

\[ V_2(x(t)) = \int_{t-h(t)}^{t} e^T(s) Q_1 e(s) \, ds + \int_{t-h(t)}^{t} e^T(s) Q_2 e(s) \, ds, \]

\[ V_3(x(t)) = \int_{t-h(t)}^{t} e^T(s) Q_3 \dot{e}(s) \, dsd\theta + \int_{t-h(t)}^{t} e^T(s) Q_4 \dot{e}(s) \, dsd\theta, \]

\[ V_4(x(t)) = \int_{t-h(t)}^{t} e^T(s) Q_5 e(s) \, dsd\theta, \]

\[ V_5(x(t)) = \int_{t-h(t)}^{t} (s-t-\theta) e^T(s) Q_7 \dot{e}(s) \, dsd\theta + \int_{t-h(t)}^{t} (s-t-\theta) e^T(s) Q_8 \dot{e}(s) \, dsd\theta, \]

and define

\[ \xi_t^T(t) = \left[ e^T(t) \int_{t-h(t)}^{t} e^T(s) \, ds \int_{t-h(t)}^{t} e^T(s) \, ds \int_{t-h(t)}^{t} e^T(s) \, dsd\theta \right]. \]

The time-derivative of function \( V_i(x(t)) \) can be calculated respectively based on the trajectory of the system (2.6) as follows:

\[ V_1(x(t)) = 2 \xi_t^T(t) P \xi_1(t) + 2 \varphi^T(C^T e) C^T \Lambda e(t), \]

\[ V_2(x(t)) = e^T(t) Q_1 e(t) - \left(1 - \frac{h(t)}{2}\right) e^T(t - \frac{h(t)}{2}) Q_1 e \left(t - \frac{h(t)}{2}\right), \]

\[ V_3(x(t)) = \frac{h(t)}{2} e^T(t) Q_3 \dot{e}(t) - \left(1 - \frac{h(t)}{2}\right) e^T(t - \frac{h(t)}{2}) Q_3 \dot{e}(t), \]

\[ V_4(x(t)) = \frac{h(t)}{2} e^T(t) Q_5 e(t) - \left(1 - \frac{h(t)}{2}\right) e^T(t - \frac{h(t)}{2}) Q_5 e(t), \]

\[ V_5(x(t)) = \frac{1}{8} h^2(t) e^T(t) Q_7 \dot{e}(t) - \left(1 - \frac{h(t)}{2}\right) e^T(t - \frac{h(t)}{2}) Q_7 \dot{e}(t), \]

Using Lemma 2.1 to obtain

\[ - \int_{t-h(t)}^{t} e^T(s) Q_3 \dot{e}(s) \, ds \leq - \frac{2}{h(t)} R_1^T Q_3 R_1 - \frac{6}{h(t)} R_2^T Q_3 R_2 \leq - \frac{2}{h_M} R_1^T Q_3 R_1 - \frac{6}{h_M} R_2^T Q_3 R_2. \]
\begin{align}
- \int_{t-h(t)}^{t} \dot{e}^T(t) Q_4 \dot{e}(s) \, ds & \leq - \frac{1}{h(t)} R_3^T Q_4 R_3 - \frac{3}{h(t)} R_4^T Q_4 R_4 \\
& \leq - \frac{1}{h_M} R_3^T Q_4 R_3 - \frac{3}{h_M} R_4^T Q_4 R_4, \quad (3.8)
\end{align}

\begin{align}
- \int_{t-h(t)}^{t} e^T(t) Q_5 e(s) \, ds & \leq - \frac{2}{h(t)} \left( \int_{t-h(t)}^{t} e(s) \, ds \right)^T Q_5 \left( \int_{t-h(t)}^{t} e(s) \, ds \right) \\
& - \frac{6}{h(t)} \left( \int_{t-h(t)}^{t} e(s) \, ds - \frac{4}{h(t)} \int_{t-h(t)}^{s} e(s) \, ds \right)^T \\
& \times Q_5 \left( \int_{t-h(t)}^{t} e(s) \, ds - \frac{4}{h(t)} \int_{t-h(t)}^{s} e(s) \, ds \right) \\
& = - \frac{2}{h(t)} \left( \int_{t-h(t)}^{t} e(s) \, ds \right)^T Q_5 \left( \int_{t-h(t)}^{t} e(s) \, ds \right) - \frac{6}{h(t)} R_5^T Q_5 R_5, \quad (3.9)
\end{align}

\begin{align}
- \int_{t-h(t)}^{t} e^T(s) Q_6 e(s) \, ds & \leq - \frac{1}{h(t)} \left( \int_{t-h(t)}^{t} e(s) \, ds \right)^T Q_6 \left( \int_{t-h(t)}^{t} e(s) \, ds \right) \\
& - \frac{3}{h(t)} \left( \int_{t-h(t)}^{t} e(s) \, ds - \int_{t-h(t)}^{s} e(s) \, ds \right)^T \\
& \times Q_6 \left( \int_{t-h(t)}^{t} e(s) \, ds - \int_{t-h(t)}^{s} e(s) \, ds \right) \\
& = - \frac{1}{h(t)} \left( \int_{t-h(t)}^{t} e(s) \, ds \right)^T Q_6 \left( \int_{t-h(t)}^{t} e(s) \, ds \right) - \frac{3}{h(t)} R_6^T Q_6 R_6. \quad (3.10)
\end{align}

Using Lemma 2.2 we have

\begin{align}
- \int_{0}^{t} e^T(s) Q_7 e(s) \, ds & \leq -6 R^T_f \begin{pmatrix} Q_7 & Q_7 & -4Q_7 \\ Q_7 & 3Q_7 & -8Q_7 \\ * & * & 24Q_7 \end{pmatrix} R_f, \quad (3.11)
\end{align}

\begin{align}
- \int_{0}^{t} e^T(s) Q_8 e(s) \, ds & \leq -6 R^T_8 \begin{pmatrix} Q_8 & Q_8 & -4Q_8 \\ Q_8 & 3Q_8 & -8Q_8 \\ * & * & 24Q_8 \end{pmatrix} R_8, \quad (3.12)
\end{align}

where

\begin{align}
R_1 &= e(t) - e \left( t - \frac{h(t)}{2} \right), \\
R_2 &= e(t) + e \left( t - \frac{h(t)}{2} \right) - \frac{4}{h(t)} \int_{t-h(t)}^{t} e(s) \, ds, \\
R_3 &= e(t) - e \left( t - h(t) \right), \\
R_4 &= e(t) + e \left( t - h(t) \right) - \frac{2}{h(t)} \int_{t-h(t)}^{t} e(s) \, ds, \\
R_5 &= - \int_{t-h(t)}^{t} e(s) \, ds + \frac{4}{h(t)} \int_{t-h(t)}^{t} e(s) \, ds \, ds \theta, \\
R_6 &= - \int_{t-h(t)}^{t} e(s) \, ds + \frac{2}{h(t)} \int_{t-h(t)}^{t} e(s) \, ds \, ds \theta,
\end{align}
At the same time, we can get the following inequalities from formula (2.2) and (2.5) for any positive diagonal matrices $T_i = \text{diag} \{ t_{i1}, t_{i2}, \ldots, t_{im} \} > 0$, $(i = 1, 2)$,

\[-2\eta^T T_i \eta + 2ke^T C T_i \eta \geq 0,\]
\[-2\varphi^T T_2 \varphi + 2ke^T C T_2 \varphi \geq 0.
\] (3.13)

On the other hand, from the system (2.6), the following equation is true

\[2(\text{e}^T(t)L_1 + \dot{\text{e}}^T(t)L_2)(-\dot{\text{e}}(t) + A\text{e}(t) + B\eta(\text{Ce}, y) - M\text{He}(t - h(t)) + N\text{g}(t)) = 0.\] (3.15)

According to inequalities (3.2), (3.3), (3.4), (3.5), (3.6), (3.7), (3.8), (3.9), (3.10), (3.11), (3.12), (3.13), (3.14), (3.15), we get

\[\mathcal{V}(x(t)) \leq \mathcal{E}^T(t) \mathcal{E}(t).
\]

Obviously, (3.1) implies $\mathcal{V}(x(t)) \leq \mathcal{E}^T(t) \mathcal{E}(t)$, which means that the error dynamical system (2.5) and (2.6) is robustly asymptotically stable. This completes the proof. □

Remark 3.2. As is known to all, as the matrix $\mathcal{E}$ is linear with respect to $h(t)$ and $\dot{h}(t)$ in view of time-varying delay, one can test the condition on its vertices based on the convex optimization theory. Obviously, we take $h(t) = h$ and $\dot{h}(t) = 0$ to get the maximum allowable delay bound because the delay is invariable for constant delay in Theorem 3.1.

Remark 3.3. The robustly asymptotically stability criterion Theorem 3.1 proposed in this paper is less conservative than existing results, which will be illustrated through two examples in the next section. Moreover, the main reason is to reduce the conservative by a piecewise analysis method, free weighting matrix approach and the new integral inequality in the Lyapunov functional.

The main reason of letting $L_2 = \mu L_1$, $G = L_1 M$ is to obtain the controller gain $M$ with the following synchronization criterion.

Corollary 3.4. The error system (2.6) satisfying the condition (2.5) is robustly asymptotically stable for given values $h(t)$ in $[0, h_M]$, $\dot{h}(t)$ in $[0, \dot{h}_M]$ and $q > 0$, if there exist appropriate dimensional matrices $L_1$, $G$, and positive diagonal matrices $\Lambda = \text{diag} \{ \lambda_1, \lambda_2, \ldots, \lambda_m \} > 0$, $T_i = \text{diag} \{ t_{i1}, t_{i2}, \ldots, t_{im} \} > 0$, $(i = 1, 2)$, and positive matrices $P = [P_{ij}]_{5 \times 5}$, $Q_i (i = 1, 2, \ldots, 8)$ such that:

\[\dot{\mathcal{E}} = \left[\begin{array}{cc} E & 0 \\ 0 & -qI \end{array}\right] + \mathcal{L}\mathcal{X} + \mathcal{X}^T \mathcal{L}^T + q\tau^T \tau < 0,
\]

where

\[\mathcal{L} = \left[\begin{array}{cccccc} L_1^T & 0 & 0 \\ L_1^T & 0 & 0 \\ 0 & \mu L_1^T & 0 & 0 & 0 & 0 \\ 0 & 0 & \mu L_1^T & 0 & 0 & 0 \\ 0 & 0 & 0 & \mu L_1^T & 0 & 0 \\ 0 & 0 & 0 & 0 & \mu L_1^T & 0 \\ 0 & 0 & 0 & 0 & 0 & \mu L_1^T \end{array}\right],
\]
\[\mathcal{X} = \left[\begin{array}{ccccccc} A & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \Lambda & -L_1^{-1} \mu L_1^T & -1 & B & 0 & 0 \\ 0 & 0 & \Lambda & -L_1^{-1} \mu L_1^T & -1 & B & 0 \\ 0 & 0 & 0 & \Lambda & -L_1^{-1} \mu L_1^T & -1 & B \\ 0 & 0 & 0 & 0 & \Lambda & -L_1^{-1} \mu L_1^T & -1 \\ 0 & 0 & 0 & 0 & 0 & \Lambda & -L_1^{-1} \mu L_1^T \end{array}\right].
\]

Moreover, a delay feedback controller gain matrix is given by $M = L_1^{-1} G$.

Remark 3.5. As a special case, when $\Delta A = \Delta B = 0$, system (2.4) can be reduced to the following nominal form system without uncertainties:

\[\dot{\text{e}}(t) = Ae(t) + B\eta(\text{Ce}(t), y(t)) - M\text{He}(t - h(t)).\] (3.16)

With Theorem 3.1 and Corollary 3.4 similar approach, we give the following globally asymptotically stability criteria for the master-slave synchronization system without uncertainties.
Corollary 3.6. The error system (3.16) satisfying the condition (2.5) is globally asymptotically stable for given values $h(t)$ in $[0, h_{\text{M}}]$ and $\dot{h}(t)$ in $[0, h_{\text{d}}]$, if there exist appropriate dimensional matrices $L_1$, $G$, and positive diagonal matrices $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_m) > 0$, $T_i = \text{diag}(t_{i1}, t_{i2}, \ldots, t_{im}) > 0$, $(i = 1, 2)$, and positive matrices $P = [P_{ij}]_{5 \times 5}$, $Q_i (i = 1, 2, \ldots, 8)$ such that

$$\hat{X} = E + \hat{L}X + \hat{X}^T \hat{L}^T < 0,$$

(3.17)

where

$$\hat{L} = [L_1^T 0 0 \mu L_1^T 0 0 0 0 0]^T,$$

$$\hat{X} = [A 0 -L_1^{-1}GH -I B 0 0 0 0].$$

Moreover, a delay feedback controller gain matrix is given by $M = L_1^{-1}G$.

4. Examples

In this section, we consider some numerical examples to illustrate the less conservativeness of the proposed stability criteria.

Example 4.1. Consider the following Chua’s circuit

$$\begin{align*}
\dot{x} &= \alpha (y - h(x)), \\
\dot{y} &= x - y + z, \\
\dot{z} &= -\beta y, 
\end{align*}$$

with nonlinear characteristic $h(x) = m_1 x + \frac{1}{2} (m_0 - m_1) (|x + c| - |x - c|)$, and parameters $m_0 = -1/7$, $m_1 = 2/7$, $\alpha = 9$, $\beta = 14.28$, and $c = 1$. The system can be represented in Lur’e form by Yalcin et al. [21] with

$$A = \begin{bmatrix} -\alpha m_1 & \alpha & 0 \\ 1 & -1 & 1 \\ 0 & -\beta & 0 \end{bmatrix}, \quad B = \begin{bmatrix} -\alpha (m_0 - m_1) \\ 0 \\ 0 \end{bmatrix}, \quad C = H = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix},$$

and $\varphi(\varepsilon) = \frac{1}{2} (|\varepsilon + 1| - |\varepsilon - 1|)$ belonging to the sector $[0, k]$ with $k = 1$. It is worth mentioning that we take $\mu_3 = \mu_7 = \mu_8 = 0$ to reduce complexity factor of this example. In order to show the improvement of this paper, we summarize some comparisons in Table 1. Applying Matlab LMI-toolbox and the Remark 3.2 into the inequality (3.17), one can clearly see that the criterion in this paper provides a much less conservative result from Table 1 and Figure 1 with $h = 0.227$, initial condition $x(0) = [-0.2; -0.3; 0.2]$, $y(0) = [0.5; 0.1; -0.6]$.

What’s more, the error system (3.16) with the gain matrix $M = [3.2379 \ 0.5343 \ -2.9219]^T$ is simulated and the synchronization is observed until $h \leq 0.295$. No feasible point is found for $h > 0.295$. The simulation result with $h = 0.295$ is shown in Figure 2. While the synchronization can be manifested until the maximum delay $h = 0.28$ in [10], $h = 0.213$ in [21] and [7], $h = 0.222$ in [20], $h > 0.25$ in [8] respectively. This implies that our criterion is less conservative than that in [3] and [7, 8, 10, 20, 21].

Example 4.2. Consider the following class of uncertainty Lur’e system with time-varying delay:

$$\dot{e}(t) = (A + \Delta A(t)) e(t) + (B + \Delta B(t)) \eta(C e(t), y(t)) - MHe(t - h(t)),$$

(4.1)

where

$$A = \begin{bmatrix} -7.2 & 1.6 & 0.8 \\ 1 & -5.8 & 0 \\ 3 & 11.25 & -4 \end{bmatrix}, \quad B = \begin{bmatrix} 3.7 \\ 5.6 \\ 4.1 \end{bmatrix}, \quad C = H = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix},$$

$$E_a = \begin{bmatrix} 0.1 & 0 & 0 \\ 0 & 0.1 & 0 \end{bmatrix}, \quad E_b = \begin{bmatrix} 0.1 \\ 0 \end{bmatrix}, \quad N = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}. \quad 0 \end{bmatrix};$$
Table 1: Maximum allowed delay $h_M$ for Chua circuits with $\mu = 0.3$.

<table>
<thead>
<tr>
<th></th>
<th>Maximum allowed $h_M$</th>
<th>Control gain $M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yalcin et al. [21]</td>
<td>0.039</td>
<td>[6.0229;1.3367;-2.1264]</td>
</tr>
<tr>
<td>Xiang et al. [20]</td>
<td>0.120</td>
<td>[6.2121;1.0868;-6.0359]</td>
</tr>
<tr>
<td>Han [7]</td>
<td>0.141</td>
<td>[6.0229;1.3367;-2.1264]</td>
</tr>
<tr>
<td>He et al. [8]</td>
<td>0.180</td>
<td>[3.9125;0.9545;-3.8273]</td>
</tr>
<tr>
<td>Li et al. [10]</td>
<td>0.183</td>
<td>[4.1455;0.9250;-4.2596]</td>
</tr>
<tr>
<td>Ge et al. [5]</td>
<td>0.185</td>
<td>[4.0779;0.9087;-4.3430]</td>
</tr>
<tr>
<td>Corollary 3.6</td>
<td>0.227</td>
<td>[3.2379;0.5343;-2.9219]</td>
</tr>
</tbody>
</table>

Figure 1: The trajectory of master-slave system with $h = 0.227$.

Figure 2: Simulation results for master-slave synchronization with $h = 0.295$. 
Table 2: Maximum allowed delay $h_M$ for system (4.1) with $\mu = 0.3$.

<table>
<thead>
<tr>
<th>$h_d$</th>
<th>Maximum allowed $h_M$</th>
<th>Control gain $M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.412</td>
<td>[1.4957;0.5247;7.0373]</td>
</tr>
<tr>
<td>0.1</td>
<td>0.391</td>
<td>[1.4410;0.5543;7.1561]</td>
</tr>
<tr>
<td>0.3</td>
<td>0.349</td>
<td>[1.3301;0.6137;7.3543]</td>
</tr>
<tr>
<td>0.5</td>
<td>0.302</td>
<td>[1.2957;0.6870;7.1822]</td>
</tr>
<tr>
<td>0.7</td>
<td>0.246</td>
<td>[1.2495;0.7116;7.2897]</td>
</tr>
<tr>
<td>0.9</td>
<td>0.159</td>
<td>[1.2191;0.7574;7.2088]</td>
</tr>
</tbody>
</table>

For Example 4.2, our results of the maximum allowable delay bound $h_M$ and control gain $M$ for different values of $h_d$ are listed in Table 2 based on the Remark 3.2. It is clear to show that the maximum allowable delay bound $h_M$ and control gain $M$ are dependent on different values of $h_d$. The values of
h_d increase as the maximum allowable delay h_M decreases. In order to reduce the complexity of the calculation, the synchronization criteria are given as μ = 0.3, and the simulation results are given as ϕ(ε) = |sin(|ε|)|k = 1 with initial condition x(0) = [−0.5; −0.8; 0.7], y(0) = [0.9; 0.2; −0.4] in Figures 3, 4. It is clear that the state trajectories approach to zero asymptotically.

5. Conclusion

In this paper, we have studied the problem of master-slave synchronization for uncertain Lur’e system with time-varying delayed feedback control by using a new Lyapunov-Krasovskii functional. The LKF contains not only double-integral terms but also triple-integral terms. Using some effective techniques, such as the new integral inequality introduced firstly here, a piecewise analysis method, and the general free-weighting matrix method, some sufficient conditions on the existence of a delayed error feedback controller derived in the form of LMIs are less conservative than existing results. Moreover, we have designed the controller by solving a set of LMIs. It can be shown that the obtained conditions are less conservative than previously existing results through numerical examples.
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